INVERSE PROBLEMS FOR DIFFERENTIAL EQUATIONS ON
THE HALF-LINE HAVING A SINGULARITY IN AN INTERIOR POINT

A. FEDOSEEV

Abstract. Arbitrary order ordinary differential equations on the half-line having a non-integrable singularity inside are studied under additional matching conditions for solutions at the singular point. We construct special fundamental systems of solutions for this class of differential equations, study their asymptotical, analytical and structural properties and the behavior of the corresponding Stokes multipliers. These fundamental systems of solutions are used in spectral analysis of differential operators with singularities. We study the inverse problem of recovering differential equation from the given Weyl-Yurko matrix and prove the corresponding uniqueness theorem.

1. Introduction

Let us consider the differential equation

$$\ell y(x) := y^{(n)}(x) + \sum_{j=0}^{n-2} \left( \frac{v_j}{x-a} - q_j(x) \right) y^{(j)}(x) = \lambda y(x), \ x > 0$$

(1)

with a non-integrable singularity in an interior point $0 < a < \infty$. Here $q_j(x)$ are complex-valued functions, and $v_j$ are complex numbers. Let $\mu_1, \ldots, \mu_n$ be the roots of the characteristic polynomial

$$\Delta(\mu) = \sum_{j=0}^{n} v_j \prod_{k=0}^{j-1} (\mu - k), \quad v_n = 1, \ v_{n-1} = 0.$$

Using the Viète’s formulas one gets $\mu_1 + \ldots + \mu_n = n(n-1)/2$. For definiteness, let $n = 2m$, $\mu_k - \mu_j \neq sn$, $s \in \mathbb{Z}$; $\Re \mu_1 < \ldots < \Re \mu_n$, $\mu_k \neq 0, 1, 2, \ldots, n-3$ (the other cases require minor modifications). Denote $\theta = \Re(\mu_n - \mu_1)$, $\theta_j = n - 1 - \theta - j$. We shall assume that $q_j(x)|x-a|^\theta \in L(0, T)$ and $q_j(x) \in L(T, \infty)$ for $j = 0, n-2$, and some $T > a$.

The paper deals with the differential equation (1) under additional matching conditions at the singular point $x = a$. We consider in some sense general matching conditions defined by a transition matrix

$$A = [a_k]_{k,j=1,n}.$$
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which connects solutions of equation (1) near the singular point. Differential equations with singularities inside the interval appear in different branches of mathematics and in applications. A wide class of differential equations with turning points inside the interval can be reduced to (1). Such problems produce different matching conditions defined by different matrices A. So it is actual to study differential equations with arbitrary defined matching conditions. In this paper we construct special fundamental systems of solutions for the differential equation (1) and study their asymptotical, analytic and structural properties. These fundamental systems of solutions are used in spectral analysis of differential operators with singularities inside the interval. In particular, we introduce and study the Weyl-Yurko solutions and the Weyl-Yurko matrix for equation (1) and prove the uniqueness theorem of recovering the operator ℓ from the given Weyl-Yurko matrix. For this purpose we use and develop ideas from [1].

We note that for higher-order differential equations with integrable coefficients, direct and inverse problems of spectral analysis and corresponding fundamental systems of solutions have been studied fairly completely (see [2]-[5] and the references therein). Uniqueness theorem for the equation (1) on the compact interval was proved in [6]. Some aspects of the spectral theory for equation (1) in the case of \( n=2 \) were investigated in [7]-[8].

Let \( \lambda = \rho^n \). Take numbers \( c_{j0}, \ j = 1, n \) from the condition
\[
\prod_{j=1}^{n} c_{j0} = \left( \det[\mu^{-1}]_{j, \nu=1, n} \right)^{-1},
\]
and consider the functions \( C_j(x, \lambda) = (x-a)\mu^j \hat{C}_j(x, \lambda), \ j = 1, n \), where
\[
\hat{C}_j(x, \lambda) = \sum_{k=0}^{\infty} c_{j,k} \left( \rho(x-a) \right)^{nk}, \ c_{j,k} = c_{j0} \left( \prod_{s=1}^{k} \Delta(\mu_j + sn) \right)^{-1}.
\]
Here and in the sequel, \( z^\mu = e^{\mu \ln|z| + i \arg z} \), \( \arg z \in (-\pi, \pi] \). For each fixed \( x \), the functions \( C_j^{(\nu)}(x, \lambda) \) are entire in \( \lambda \) of order \( 1/n \). For \( x > a \) and \( x < a \) the functions \( C_j(x, \lambda) \) satisfy the equation
\[
\ell_0 y(x) := y^{(n)}(x) + \sum_{j=0}^{n-2} \frac{v_j}{(x-a)^{n-j}} y^{(j)}(x) = \lambda y(x),
\]
and for \( |\rho(x-a)| \leq 1 \),
\[
|\hat{C}_j(x, \lambda)| \leq C, \quad |\hat{C}_j^{(\nu)}(x, \lambda)| \leq C|\rho|^{n|}x-a|^{n-\nu}, \quad \nu = 1, n-1.
\]
Here and below, one and the same symbol \( C \) denotes various positive constants in estimates. In view of (2) and Liouville’s formula for the Wronskian, we have
\[
\det[\mu^{(\nu-1)}]_{j, \nu=1, n} \equiv 1.
\]
Denote
\[ C^*_j(x, \lambda) = \det[C^{(v)}_k(x, \lambda)]_{v=1}^{k=1, n-j+1} \], \quad g(x, t, \lambda) = \sum_{j=1}^{n} (-1)^{n-j} C_j(x, \lambda) C^*_j(t, \lambda),

where \( k = 1, n \) \( n-j+1 \) means \( k = 1, \ldots, n-j, n-j+2, \ldots, n \). The function \( g(x, t, \lambda) \) is Green's function for the Cauchy problem \( \ell_0 y - \lambda y = f(x), \ y'(a) = 0, v = 0, n-1 \). It follows from (3) that for \( |\rho(x-a)| \leq 1 \), \( v = 0, n-1 \),
\[ |C^{(v)}_j(x, \lambda)| \leq C|\lambda^{-\mu}|, \quad |C^*_j(x, \lambda)| \leq C|\lambda^{-\mu-1}|. \] (5)

Now we construct the functions \( s_j(x, \lambda), j = 1, n \) from the following system of integral equations for \( x > a \) and \( x < a \):
\[ s^{(v)}_j(x, \lambda) = C^{(v)}_j(x, \lambda) - \int_a^x \frac{\partial^v}{\partial x^v} g(x, t, \lambda) \left( \sum_{p=0}^{n-2} q_p(t) s^{(p)}_j(t, \lambda) \right) dt, \quad v = 0, n-1. \] (6)

By (3) and (5), system (6) has a unique solution, and \( s_j(x, \lambda) = (x-a)^{\mu} \hat{s}_j(x, \lambda) \), where
\[ |\hat{s}^{(v)}_j(x, \lambda) - \hat{C}^{(v)}_j(x, \lambda)| \leq C|x-a|^{\theta-v} \varepsilon(x), \quad |\rho(x-a)| \leq 1, \quad v = 0, n-1, \]
\[ \varepsilon(x) := \sum_{s=0}^{n-2} \left| \int_a^x (t-a)^{\theta} q_s(t) dt \right|. \]
In particular, this yields for \( |\rho(x-a)| \leq 1 \),
\[ |\hat{s}_j(x, \lambda)| \leq C, \quad |\hat{s}^{(v)}_j(x, \lambda)| \leq C(|\rho|^n|x-a|^{n-v} + |x-a|^{\theta-v} \varepsilon(x)), \quad v = 1, n-1, \]
\[ |s^{(v)}_j(x, \lambda)| \leq C|x-a|^{\mu-v}, \quad v = 0, n-1. \] (7)

For each fixed \( x \), the functions \( s^{(v)}_j(x, \lambda) \) are entire in \( \lambda \) of order \( 1/n \). For \( x > a \) and \( x < a \) the functions \( s_j(x, \lambda) \) satisfy equation (1). Taking (4) into account we get
\[ \det[s^{(v-1)}_j(x, \lambda)]_{v=1}^{n-1} = 1, \]
and consequently, the functions \( s_j(x, \lambda), j = 1, n \), form a fundamental system of solutions of equation (1). We will call \( s_j(x, \lambda) \) the Bessel-type solutions for equation (1).

Let \( s_{j,-}(x, \lambda), x > a \), be the Bessel-type solutions for the equation
\[ y^{(n)}_-(x) + \sum_{j=0}^{n-2} \left( \frac{V_j}{(x-a)^{n-j}} + (-1)^j q_j(2a-x) \right) y^{(j)}_-(x) = \lambda y_-(x). \] (9)

Then the functions \( s_j^R(x, \lambda) := s_{j,-}(2a-x, \lambda), x < a, \) are solutions of equation (1). Clearly,
\[ s_j^R(x, \lambda) = e^{-i\pi \mu} s_j(x, \lambda), \quad x < a. \] (10)
Denote \( S_{k_0} = \{ \rho : \text{arg} \rho \in \left( \frac{k_0\pi}{n}, \frac{(k_0+1)\pi}{n} \right) \} \). In each sector \( S_{k_0} \) the roots \( R_k, k = 1, n, \) of the equation \( R^n - 1 = 0 \) can be numbered in such a way that

\[
\Re(\rho R_1) < \Re(\rho R_2) < \ldots < \Re(\rho R_n), \; \rho \in S_{k_0}.
\]

Clearly, \( R_k = e^{\frac{ik\pi}{n}} \), where \( \omega_k \) is a permutation of the numbers \( 0, 1, \ldots, n - 1 \). In the sequel, \( R_k^\mu := e^{\frac{ik\mu\pi}{n}} \). It was shown in [1] that in each sector \( S_{k_0} \), there exists a fundamental system of solutions \( \{ y_k(x, \rho) \}_{k=1,n}, x > a, \rho \in \overline{S_{k_0}} \) of the differential equation (1) having the following properties.

1. For each \( x > a \) and sufficiently large \( \rho_* > 0 \), the functions \( y_k^{(v)}(x, \rho), v = 0, n - 1 \), are analytic with respect to \( \rho \) for \( \rho \in S_{k_0}, |\rho| \geq \rho_* \), are continuous for \( \rho \in \overline{S_{k_0}}, |\rho| \geq \rho_* \), and

\[
|y_k^{(v)}(x, \rho)(\rho R_k)^{-v} e^{-\rho R_k(x-a)} - 1| \leq C(|\rho(x-a)|^{-1} + |\rho|^{-\delta_0}),
\]

for \( x > a, \rho \in \overline{S_{k_0}}, |\rho(x-a)| \geq 1 \), where \( \delta_0 := \min(1, \theta) \).

2. As \( |\rho| \to \infty \),

\[
\det[y_k^{(v-1)}(x, \rho)]_{k,v=1,n} = \rho^{m(n-1)} \Omega \{ 1 + O(\rho^{-\delta_0}) \}, \; x > a
\]

where \( \Omega := \det[R_k^{\nu-1}]_{k,v=1,n} \neq 0 \).

3. The relation

\[
y_k(x, \rho) = \sum_{j=1}^{n} b_{k,j}^+(\rho) s_j(x, \lambda), \; x > a
\]

holds, where

\[
b_{k,j}^+(\rho) = \beta_j^0 R_k^{\mu_j}(1 + O(\rho^{-\delta_0})), \; |\rho| \to \infty,
\]

and

\[
\prod_{j=1}^{n} \beta_j^0 = (\det[R_k^{\mu_j}]_{k,j=1,n})^{-1} \Omega.
\]

We note that the most important and non-trivial fact here is the asymptotical formula (14) for the Stokes multipliers \( b_{k,j}^+(\rho) \). We will call \( y_k(x, \rho) \) the Birkhoff-type solutions for equation (1).

Let \( y_{k,-}(x, \rho), x > a \), be the Birkhoff-type solutions for (9). Then the following functions

\[
y_k(x, \rho) := y_{k,-}(2a-x, \rho), x < a,
\]

are solutions of (1). Symmetrically to (13), we have

\[
y_k(x, \rho) = \sum_{j=1}^{n} b_{k,j}^-(\rho) s_j(x, \lambda), \; x < a,
\]

where

\[
b_{k,j}^-(\rho) = \beta_j^0 R_k^{\mu_j}(1 + O(\rho^{-\delta_0})), \; |\rho| \to \infty,
\]
with the same constants \( \beta^0_j \) as in (14). Since \( \mu_1 + \ldots + \mu_n = n(n-1)/2 \), it follows from (14), (15) and (17) that

\[
\det[b^\pm_{kj}(\rho)]_{k,j=1,n} = \rho^{m(n-1)} \Omega(1 + O(\rho^{-\delta_0})), \ \lvert \rho \rvert \to \infty.
\]  

By virtue of (10) and (16),

\[
y_k(x, \rho) = \sum_{j=1}^{n} B_{kj}^-(\rho) s_j(x, \lambda), \ x < a,
\]

where

\[
B_{kj}^-(\rho) = b_{kj}^- e^{-i\pi \mu_j}.
\]

It follows from (13) and (19) that

\[
s_j(x, \lambda) = \sum_{k=1}^{n} d_{jk}^+(\rho) y_k(x, \rho), \ x > a,
\]

\[
s_j(x, \lambda) = \sum_{k=1}^{n} D_{jk}^- \rho y_k(x, \rho), \ x < a,
\]

where

\[
D_{jk}^-(\rho) = d_{jk}^- e^{i\pi \mu_j}.
\]

and \([d_{jk}(\rho)]_{j,k=1,n} = ([b_{kj}^- (\rho)]_{k,j=1,n})^{-1} \). Using (14) and (17) we infer

\[
d_{jk}^±(\rho) = (\beta^0_j)^{-1} \rho^{-\mu_j} (d_{jk} + O(\rho^{-\delta_0})), \ \lvert \rho \rvert \to \infty,
\]

where \([d_{jk}]_{j,k=1,n} = ([R^0_k]_{k,j=1,n})^{-1} \). We rewrite (11) as follows

\[
y_{(v)}(x, \rho) = (\rho R_k)^v e^{\rho R_k(x-a)} [1]_a, \ x > a, \ \rho \in \overline{S_{k_0}}, \ l(x-a) \geq 1,
\]

where \([1]_a = 1 + O(|\rho(x-a)|^{-1} + |\rho|^{-\delta_0}) \) for \( |\rho(x-a)| \geq 1, |\rho| \to \infty \) uniformly in \( x \) (i.e. \( f(x, \rho) = [1]_a \) means \( |f(x, \rho) - 1| \leq C(|\rho(x-a)|^{-1} + |\rho|^{-\delta_0}) \) for \( |\rho(x-a)| \geq 1 \)). Similarly,

\[
y_{(v)}(x, \rho) = (-\rho R_k)^v e^{\rho R_k(a-x)} [1]_a, \ x < a, \ \rho \in \overline{S_{k_0}}, \ l(x-a) \geq 1,
\]

In particular, (26) yields

\[
\det[y_{(v)}(x, \rho)]_{k,v=1,n} = (-1)^{mn} \rho^{m(n-1)} \Omega(1 + O(\rho^{-\delta_0})), \ x < a.
\]

Let a matrix \( A = [a_{kj}]_{k,j=1,n} \) \( \det A \neq 0 \), be given, where \( a_{kj} \) are complex numbers. We introduce the functions \( \sigma_j(x, \lambda) \) \( j \in \mathbb{N}, \ x \in J_{\pm} \), where \( J_{\pm} := \{ x : \pm(x-a) > 0 \} \), by the formula

\[
\sigma_j(x, \lambda) = \begin{cases} s_j(x, \lambda), & x \in J_-, \\ \sum_{k=1}^{n} a_{kj} s_k(x, \lambda), & x \in J_+ . \end{cases}
\]
For each fixed \( x \neq a \), the functions \( \sigma^{(v)}_j(x, \lambda), v = 0, n - 1 \), are entire in \( \lambda \) of order \( 1/n \). For \( x \in J_+ \) and \( x \in J_- \), the functions \( \sigma_j(x, \lambda) \) satisfy the differential equation (1), and according to (8),

\[
\det[\sigma^{(v-1)}_j(x, \lambda)]_{j, v=1, n} = \begin{cases} 
1, & x \in J_-, \\
\det A, & x \in J_+.
\end{cases}
\]  

(29)

The fundamental system of solutions \( \{ \sigma_j(x, \lambda) \} \) will be used for matching together solutions at the singular point \( x = a \). More precisely, we shall say that a solution \( y(x, \lambda) \) of equation (1) satisfies the matching condition generated by the transition matrix \( A \), if \( y(x, \lambda) \) can be represented in the form

\[
y(x, \lambda) = \sum_{j=1}^{n} \chi_j(\lambda)\sigma_j(x, \lambda) \text{ for all } x \in J_- \cup J_+,
\]

where the coefficients \( \chi_j(\lambda) \) do not depend on \( x \).

Using (13), (19), (21), (22) and (28) we get

\[
y_k(x, \rho) = \sum_{j=1}^{n} B^{+}_{kj}(\rho) \sigma_j(x, \lambda), \quad \sigma_j(x, \lambda) = \sum_{k=1}^{n} D^{-}_{jk}(\rho) y_k(x, \rho) \quad x \in J_\pm,
\]

(30)

where \( B^{+}_{kj}(\rho), D^{-}_{jk}(\rho) \) are defined by (20) and (23),

\[
D^{-}_{jk}(\rho) = \sum_{s=1}^{n} a_{sj} d^{-}_{sk}(\rho),
\]

(31)

and \( B^{+}_{kj}(\rho) \) can be found from the linear system

\[
b^{+}_{kl}(\rho) = \sum_{j=1}^{n} B^{+}_{kj}(\rho) a_{lj},
\]

i.e. \( [B^{+}_{kj}(\rho)]_{k,j=1,n} = [b^{+}_{kj}(\rho)]_{k,j=1,n} (A^T)^{-1} \), where \( T \) denotes the transposition. Clearly,

\[
[D^{+}_{jk}(\rho)]_{j,k=1,n} = ( [B^{+}_{kj}(\rho)]_{k,j=1,n} )^{-1},
\]

(32)

\[
\det[B^{+}_{kj}(\rho)]_{k,j=1,n} = (-1)^m \det[B^{-}_{kj}(\rho)]_{k,j=1,n}, \quad \det[B^{+}_{kj}(\rho)]_{k,j=1,n} = \frac{\det[b^{+}_{kj}(\rho)]_{k,j=1,n}}{\det A}. \quad (33)
\]

For definiteness, in the sequel we confine ourselves to the most important particular case when \( a_{kj} = 0 \) for \( k < j \). Let \( \varphi_j(x, \lambda), j = \frac{1}{1}, n \), be solutions of equation (1) satisfying the initial conditions

\[
\varphi^{(v-1)}_j(0, \lambda) = \delta_{jv}, \quad j, v = \frac{1}{1}, n
\]

(34)

(\( \delta_{jv} \) is the Kronecker delta) and also the matching condition generated by the transition matrix \( A \).
\textbf{Theorem 1.} \((i_1)\) For each fixed \(x \neq a\), the functions \(\varphi_j^{(\nu)}(x, \lambda)\), \(\nu = 0, n - 1\), are entire in \(\lambda\) of order 1/\(n\), and
\[
\det[\varphi_j^{(\nu-1)}(x, \lambda)]_{j, \nu=1,n} \equiv \begin{cases} 
1, & x \in J_-, \\
\det A, & x \in J_+.
\end{cases}
\] (35)

\((i_2)\) For \(|\rho(x-a)| \geq 1\), \(\rho \in S_{k_0}\), \(\nu = 0, n - 1\), \(j = 1, n\), \(|\rho| \to \infty\), the following asymptotical formulas are valid
\[
\varphi_j^{(\nu)}(x, \lambda) = \frac{1}{n} \sum_{k=1}^{n} (-\rho R_k)^{n+1-j} e^{-\rho R_k x} [1]_{a}, x \in J_-,
\] (36)
\[
\varphi_j^{(\nu)}(x, \lambda) = \frac{1}{n} \sum_{l, k=1}^{n} (-\rho R_k)^{1-j} (\rho R_l)^{\nu} (\xi_{kl}^0 + O(\rho^{-\delta_1})) e^{-\rho R_l a} e^{\rho R_l (x-a)} [1]_{a}, x \in J_+
\]

where \(\delta_1 := \min(1, \min_i \Re(\mu_{l+1} - \mu_l))\), and
\[
\xi_{kl}^0 = \sum_{s=1}^{n} a_{ss} R_k^s d_s e^{-i\pi\mu_s}.
\] (37)

\textbf{Proof.} Since the functions \(\varphi_j(x, \lambda)\) satisfy the matching conditions, the following representation holds
\[
\varphi_j(x, \lambda) = \sum_{s=1}^{n} \chi_{js}(\lambda) \sigma_s(x, \lambda), x \in J_- \cup J_+.
\] (38)

According to the initial conditions (34), the coefficients \(\chi_{js}(\lambda)\) can be found from the linear systems
\[
\sum_{s=1}^{n} \chi_{js}(\lambda) \sigma_s^{(\nu-1)}(0, \lambda) = \delta_{j\nu}, \nu = 1, n,
\] (39)
for each \(j = 1, n\). In view of (29), the determinant of (39) is equal to 1. Solving (39) by Cramer's rule we obtain that the functions \(\chi_{js}(\lambda)\) are entire in \(\lambda\) of order 1/\(n\), and \(\det[\chi_{js}(\lambda)]_{j, s=1,n} \equiv 1\).

Together with (38) and (29) this yields \((i_1)\).

Applying the fundamental system of solutions \(\{y_k(x, \rho)\}_{k=1,n}\) we expand \(\varphi_j(x, \lambda)\) for \(x \in J_+\) and \(x \in J_-\) separately:
\[
\varphi_j(x, \lambda) = \sum_{k=1}^{n} A_{jk}^{\pm}(\rho) y_k(x, \lambda), x \in J_{\pm}.
\] (40)

Using the initial conditions (34) we calculate
\[
\sum_{k=1}^{n} A_{jk}^{-}(\rho) y_k^{(\nu-1)}(0, \rho) = \delta_{j\nu}, j, \nu = 1, n,
\]
Hence, by virtue of (26) and (27),
\[
A_{jk}^{-}(\rho) = (-\rho)^{1-j} e^{-\rho R_k a} (\alpha_{jk} + O(\rho^{-\delta_0}))
\]
where the numbers $\alpha_{jk}$ can be found from the linear systems

$$\sum_{k=1}^{n} \alpha_{jk} R_k^{\nu-1} = \delta_{j \nu}, \quad \nu = 1, n$$

for each $j = 1, n$. It is easy to verify that $\alpha_{jk} = R_k^{1-j/n}$, and consequently,

$$A^{-}_{jk}(\rho) = \frac{1}{n} (-\rho R_k)^{1-j/n} e^{-(\rho R_k)} (1 + O(\rho^{-\delta})) \tag{41}$$

Substituting (41) and (26) into (40), we arrive at (36).

In order to calculate $A^+_{jk}(\rho)$ we use the matching condition generated by the transition matrix $A$. Substituting (30) into (40) we get

$$\varphi_j(x, \lambda) = \sum_{s=1}^{n} \sigma_s(x, \lambda) \sum_{k=1}^{n} A^+_{jk}(\rho) B^+_{ks}(\rho), \quad x \in J_\pm.$$

Taking (38) into account, we infer

$$\sum_{k=1}^{n} A^+_{jk}(\rho) B^+_{ks}(\rho) = \sum_{k=1}^{n} A^-_{jk}(\rho) B^-_{ks}(\rho).$$

According to (32), the last equality yields

$$A^+_{jk}(\rho) = \sum_{s=1}^{n} A^+_{js}(\rho) \xi^+_{sk}(\rho), \tag{42}$$

where

$$\xi^+_{sk}(\rho) = \sum_{l=1}^{n} B^+_{sl}(\rho) D^+_{lk}(\rho). \tag{43}$$

Thus, $[\xi^+_{jk}(\rho)]_{k,j=1,n} = [B^+_{kj}(\rho)]_{k,j=1,n} [D^+_{jk}(\rho)]_{j,k=1,n}$, and

$$[\xi^-_{jk}(\rho)]_{k,j=1,n} = ([\xi^+_{jk}(\rho)]_{k,j=1,n})^{-1}.$$

Together with (32) and (33) this yields

$$\det[\xi^+_{jk}(\rho)]_{k,j=1,n} = (-1)^m \det A \det[b^-_{jk}(\rho)]_{k,j=1,n} \det[b^+_{jk}(\rho)]_{k,j=1,n}^{-1},$$

and, in view of (18)

$$\det[\xi^+_{jk}(\rho)]_{k,j=1,n} = (-1)^m \det A \bigl(1 + O(\rho^{-\delta})\bigr), \quad |\rho| \to \infty. \tag{44}$$

By virtue of (17) and (20),

$$B^-_{kj}(\rho) = \beta^0_j R_k^{\mu_j} e^{-i \pi \mu_j \rho^{\mu_j}} (1 + O(\rho^{-\delta_0})), \quad |\rho| \to \infty. \tag{45}$$
It follows from (24) and (31) that
\[ D_{jk}(\rho) = (\rho_j^{\mu_j} a_{jk} \rho^{-\mu_j} (d_{jk} + O(\rho^{-\delta_0}) + O(\rho^{-R(\mu_j+1-\mu_j)})), |\rho| \to \infty. \] (46)

Substituting (45) and (46) into (43) we calculate
\[ \xi_{jk}^+ = \xi_{jk}^0 + O(\rho^{-\delta_1}), \quad |\rho| \to \infty, \] (47)

where the numbers \( \xi_{jk}^0 \) are defined by (37). Moreover, (44) and (47) imply
\[ \det[\xi_{jk}^0]_{k,j=1,n} = (-1)^m \det A. \] (48)

Using (41), (42) and (47) we deduce
\[ A_{jk}^+(\rho) = \frac{1}{n} \sum_{s=1}^n (-\rho R_s)^{\frac{1}{2}-j} e^{-\rho R_s} \xi_{jk}^0 (\xi_{sk}^0 + O(\rho^{-\delta_1})), |\rho| \to \infty, \] (49)

hence (40) and (25) yield (1). Theorem 1 is proved. \( \square \)

Denote
\[ \xi_s^0 = \det[\xi_{jk}^0]_{k,j=1,s}^{j=n-s+1,n}, \quad s = 1, n. \]

In particular, according to (48), \( \xi_n^0 = (-1)^m \det A \neq 0. \)

We shall assume that
\[ \xi_s^0 \neq 0, \quad s = 1, n-1. \] (50)

Condition (50) is called the regularity condition for matching.

We introduce the functions
\[ \Delta_j(\rho) = \det[y_k^{(j)}(0,\rho)], j = 1, n. \]

It is clear that
\[ \Delta_j(\rho) = \sum_{s=1}^{n} \det[\xi_{jk}^0]_{k=j+1,n,p=1,n-j} \det[y^{(j-1)}(0,\rho)]_{p,j-1,j}. \] (52)

Substituting (26) and (47) into (52) we get for \( |\rho| \to \infty, \rho \in S_k^0, j = 1, n-1: \)
\[ \Delta_j(\rho) = (-\rho)^{1+\cdots+j-1} e^{\rho(R_1+\cdots+R_{n-j+1})} \Delta_j^0(\rho) + O(\rho^{-\delta_1}) \] (53)

where
\[ \Delta_j^0(\rho) = \Delta_{j,0} + \Delta_{j,1} e^{\rho(R_n-R_{n-1})}, \]
\[ \Delta_{j,0} = d_0 \det[\xi_{sk}^0]_{s=1,n-j,k=j+1,n}, \quad d_0 \neq 0, \]
\[ \Delta_{j,1} = d_1 \det[\xi_{sk}^0]_{s=1,n-j-1,n-j+1,k=j+1,n}, \]

\( d_0 \) and \( d_1 \) some constants that do not depend on \( \rho \). By the regularity condition for matching, we have \( \Delta_{j,0} \neq 0. \) Using (53), by the well-known methods (see, for example, [9]), one can obtain the following assertion.
Theorem 2. Let $|\rho_{ij}|$ be the zeros of $\Delta_j(\rho)$. Denote $G_{\delta,j} := \{\rho : |\rho - \rho_{ij}| \geq \delta\}$. Then

$$|\Delta_j(\rho)| \geq C_\delta \left| \rho^{j(j-1)/2} e^{\rho(R_{n+1}+\ldots+R_{n+j-1})a} \right|, \quad \rho \in S_{k_0} \cup G_{\delta,j}, |\rho| \to \infty. \quad (54)$$

We now introduce the functions $\Phi_j(x, \lambda), j = 1, \ldots, n$, which are solutions of equation (1) with the conditions

$$\Phi_j^{(v-1)}(0, \lambda) = \delta_{vj}, \quad \Phi_j(x, \lambda) = O(e^{R_j x}), \quad x \to \infty, \quad j = 1, \ldots, n, \quad \rho \in S_{k_0}, \quad (55)$$

and with the matching condition generated by the transition matrix $A$. We will call $\Phi_j(x, \lambda), j = 1, \ldots, n$, the Weyl-Yurko solution for the differential equation (1). Using (34) we calculate

$$\Phi_j(x, \lambda) = \varphi_j(x, \lambda) + \sum_{k=j+1}^n M_{jk}(\lambda) \varphi_k(x, \lambda) \quad (56)$$

where

$$M_{jk}(\lambda) = \Phi_j^{(k-1)}(0, \lambda), \quad 1 \leq j < k \leq n. \quad (57)$$

It follows from (35) and (56) that

$$\det[\Phi_j^{(v-1)}(x, \lambda)]_{j,v=1, \ldots, n} \equiv \begin{cases} 1, & x \in J_-, \\ \det A, & x \in J_. \end{cases} \quad (58)$$

Relation (56) can be written in the form

$$\Phi(x, \lambda) = \varphi(x, \lambda) M^T(\lambda), \quad (59)$$

where $\Phi(x, \lambda) = [\Phi_j^{(v-1)}(x, \lambda)]_{j,v=1, \ldots, n}, \quad \varphi(x, \lambda) = [\varphi_j^{(v-1)}(x, \lambda)]_{j,v=1, \ldots, n}, \quad M(\lambda) = [M_{jk}(\lambda)]_{j,k=1, \ldots, n}, \quad M_{jk}(\lambda) := \delta_{jk}$ for $j \geq k$. We will call $M(\lambda)$ the Weyl-Yurko matrix for equation (1), since it is a generalization of the concept of the Weyl-Yurko matrix introduced in [4].

Theorem 3. For $|\rho(x-a)| \geq 1, \rho \in S_{k_0} \cap G_{\delta,j}, |\rho| \to \infty, \quad j, v = 1, \ldots, n$ the following estimates hold

$$|\Phi_j^{(v-1)}(x, \lambda)| \leq C |\rho|^{v-j} e^{-\rho R_{n+j-1} a_j}, \quad x \in J_-, \quad (60)$$

$$|\Phi_j^{(v-1)}(x, \lambda)| \leq C |\rho|^{v-j} e^{\rho R_j x} e^{-\rho (R_{n+j-1}+R_j)a_j}, \quad x \in J_. \quad (60)$$

Proof. Since the functions $\Phi_j(x, \lambda)$ satisfy the matching condition generated by the transition matrix $A$, the following representation holds

$$\Phi_j(x, \lambda) = \sum_{s=1}^n \chi_j^0(\lambda) \sigma_s(x, \lambda), \quad x \in J_+ \cup J_- \quad (61)$$
where the coefficients $\chi_j^0(\lambda)$ do not depend on $x$. Applying the fundamental system of solutions \( \{ y_k(x, \rho) \}_{k=1, n} \) we expand $\Phi_j(x, \lambda)$ for $x \in J_-$ and $x \in J_+$ separately:

\[
\Phi_j(x, \lambda) = \sum_{k=1}^{n} a_{jk}^+(\rho) y_k(x, \rho), \quad x \in J_.
\] (62)

Substituting (30) into (61) we get

\[
\Phi_j(x, \lambda) = \sum_{s=1}^{n} a_s(x, \lambda) \sum_{k=1}^{n} a_{jk}^+(\rho) B_{ks}^+(\rho), \quad x \in J_+.
\]

and consequently,

\[
\chi_j^0(\lambda) = \sum_{k=1}^{n} a_{jk}^+(\rho) B_{ks}^+(\rho) = \sum_{k=1}^{n} a_{jk}^-(\rho) B_{ks}^-(\rho).
\] (63)

According to (32), this yields

\[
a_{jk}^+(\rho) = \sum_{s=1}^{n} a_{js}^-(\rho) \xi_{sk}^+(\rho),
\] (64)

where the functions $\xi_{sk}^+(\rho)$ are defined by (43). Using (55), (62) and (64) we get

\[
\begin{align*}
\sum_{k=1}^{n} a_{jk}^-(\rho) j_k^{(\nu-1)}(0, \rho) &= \delta_{j\nu}, \quad \nu = 1, j, \\
\sum_{k=1}^{n} a_{jk}^-(\rho) \xi_{k\nu}^+(\rho) &= a_{j\nu}(\rho) \equiv 0, \quad \nu = j+1, n,
\end{align*}
\] (65)

For each $j = 1, n$, (65) is a linear system with respect to $a_{jk}^-(\rho)$. The determinant of this system is $\Delta_j(\rho)$. Solving (65) by Cramer’s rule and using (26), (27), (47), (54) and (64) we get for $\rho \in S_{k_0} \cap G_{j, j}$, $j = 1, n-1$:

\[
|a_{jk}^-(\rho)| \leq C|\rho^{1-j} e^{-\rho R_{k-n+j+1}}|, \quad k = 1, n-j+1,
\]

\[
|a_{jk}^+(\rho)| \leq C|\rho^{1-j} e^{-\rho R_{k-n+j+1}}|, \quad k = 1, n-j+1,
\]

\[
|a_{jk}^-(\rho)| \leq C|\rho^{1-j} e^{-\rho R_{k-n+j+1}}|, \quad k = 1, j,
\]

\[
|a_{jk}^+(\rho)| \leq C|\rho^{1-j} e^{-\rho R_{k-n+j+1}}|, \quad k = 1, j,
\] (66)

and $a_{jk}^+(\rho) \equiv 0$, $k = 1, n$. Substituting (66), (25) and (26) into (62) we arrive at (60). For $j = n$ estimates (60) obtained similarly. Theorem 3 is proved.

Now we consider the inverse problem of recovering $\ell$ from the given Weyl-Yurko matrix $M(\lambda)$. Let us prove the uniqueness theorem for the solution of the inverse problem. For this purpose we agree that together with $\ell$ we consider a differential equation $\tilde{\ell}$ of the same form but with different coefficients $\tilde{q}_j$ and $\tilde{v}_j$. If a certain symbol $\gamma$ denotes an object related to $\ell$, then the corresponding symbol $\tilde{\gamma}$ with tilde will denote the analogous object related to $\tilde{\ell}$.

**Theorem 4.** If $M(\lambda) = \tilde{M}(\lambda)$, then $\ell = \tilde{\ell}$. Thus, the specification of the Weyl-Yurko matrix $M(\lambda)$ determines the differential equation (1) uniquely.
Proof. Define the matrix $\mathcal{P}(x, \lambda) = [\mathcal{P}_{jk}(x, \lambda)]_{j,k=1}^{\infty}$ by the following formula $\mathcal{P}(x, \lambda) = \Phi(x, \lambda)(\tilde{\Phi}(x, \lambda))^{-1}$ or, in view of (58), in the coordinates

$$
\begin{align*}
\mathcal{P}_{jk}(x, \lambda) &= (\eta(x))^{-1} \det(\tilde{\Phi}_x(x, \lambda), \ldots, \tilde{\Phi}_s^{(k-2)}(x, \lambda), \\
\Phi_s^{(j-1)}(x, \lambda), \tilde{\Phi}_s^{(k)}(x, \lambda), \ldots, \tilde{\Phi}_s^{(n-1)}(x, \lambda))_{s=1}^{\infty},
\end{align*}
$$

(67)

where $\eta(x) = 1$ for $x \in J_-$ and $\eta(x) = \det A$ for $x \in J_+$. Denote $G_\delta = \bigcap_{j=1}^n G_{\delta,j}$. By virtue of (60) and (67), we have for each fixed $x \not= a$:

$$
\mathcal{P}_{jk}(x, \lambda) = O(\rho^{-j-k}), \quad |\rho| \to \infty, \quad \rho \in G_\delta.
$$

(68)

Using (59) and the assumption of Theorem 4, we transform the matrix $\mathcal{P}(x, \lambda)$ as follows

$$
\mathcal{P}_{jk}(x, \lambda) = \varphi(x, \lambda)(\tilde{\varphi}(x, \lambda))^{-1}.
$$

Taking (35) into account we conclude that for each fixed $x \not= a$, the functions $\mathcal{P}_{jk}(x, \lambda)$ are entire in $\lambda$. Using (68), the maximum modulus principle and Liouville’s theorem, we get $\mathcal{P}_{1k}(x, \lambda) \equiv 0$ for $k = 1, n$, and $\mathcal{P}_{11}(x, \lambda) \equiv \mathcal{P}(x)$ does not depend in $\lambda$. Therefore,

$$
\Phi_j(x, \lambda) \equiv \mathcal{P}(x)\tilde{\Phi}_j(x, \lambda).
$$

(69)

Using the asymptotical formulas (36) and (1) for the function $\varphi_n(x, \lambda) \equiv \Phi_n(x, \lambda)$, we get from (69) that $\mathcal{P}(x, \lambda) \equiv 1$. Hence $\Phi_j(x, \lambda) \equiv \tilde{\Phi}_j(x, \lambda)$ for all $x, \lambda, j$. This yields $\ell = \tilde{\ell}$, and Theorem 4 is proved. \qed
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