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PARTIALLY CONDENSING MAPPINGS IN PARTIALLY

ORDERED NORMED LINEAR SPACES AND APPLICATIONS

TO FUNCTIONAL INTEGRAL EQUATIONS

BAPURAO C. DHAGE

Abstract. In this paper, the author introduces a notion of partially condensing mappings

in a partially ordered normed linear space and proves some hybrid fixed point theorems

under certain mixed conditions of algebra, analysis and topology. The applications of

abstract results presented here are given to some nonlinear functional integral equations

for proving the existence as well as global attractivity of the comparable solutions under

certain monotonicity conditions. The abstract theory presented here is very much use-

ful to develop the algorithms for the solutions of some nonlinear problems of analysis

and allied areas of mathematics. A realization of of our hypotheses is also indicated by a

numerical example.

1. Introduction

It is well-known that compact sets are next to the finite sets useful for handling in the

mathematical formulations and so, several results from analysis and topology use compact-

ness to derive some far reaching conclusions. The topological methods or fixed point theo-

rems involving the compactness arguments are useful only to prove existence of the solutions

of some nonlinear equations and do not give any computational scheme or algorithm for solv-

ing such problems. However if we combine the compactness or its generalizations in terms

of measure of noncompactness with some algebraic arguments, then it is possible to develop

the algorithms for the solutions of nonlinear problems under some suitable conditions. The

work along this line is of great interest and which is the main motivation of the present paper.

Here, we combine the topological arguments with some order related hypotheses to prove

some hybrid fixed point theorems for the mappings in ordered spaces and apply newly devel-

oped abstract result to obtain a algorithm for the solutions of a functional integral equation

under some mixed compactness and monotonic conditions. We claim that the results of this

paper are new to the literature.
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Many attempts have been made in the literature to measure numerically the degree of

noncompactness of sets in a normed linear space in terms of certain characteristics of the

compactness property. The more is the value of this characteristic the lesser is the compact-

ness and vice versa. Two such Kuratowskii [18] and Hausdorff [15] measures of noncompact-

ness in a metric space are well-known in the literature. However, axiomatic way of approach

of the measures of noncompactness is sometimes useful in the study of various qualitative

properties of the dynamical systems in nonlinear analysis (cf. [1] and [2]). In this article, we

follow the axiomatic way of approach to define a new partially measure of noncompactness in

a partially ordered normed linear space and which is subsequently exploited to derive some

interesting consequences. We prove some new fixed point theorems (FPTs) for partially con-

densing mappings in a partially ordered complete normed linear space and apply our abstract

results to a certain nonlinear hybrid functional integral equation for proving the existence as

well as global attractivity results on unbounded intervals of real line. The abstract theory pre-

sented is useful to develop the algorithms for the solutions of some nonlinear problems of

analysis and allied areas of mathematics.

2. Partially ordered linear spaces

Let E be a real vector or linear space. We introduce a partial order ¹ in E as follows. A

relation ¹ in E is said to be partial order if it satisfies the following properties: Let a,b,c ,d ∈ E

and λ∈R.

1. Reflexivity: a ¹ a for all a ∈ E ,

2. Antisymmetry: a ¹ b and b ¹ a implies a = b,

3. Transitivity: a ¹ b and b ¹ c implies a ¹ c , and

4. Order linearity: a ¹ b and c ¹ d =⇒ a +c ¹ b +d ;

and a ¹ b =⇒λa ¹λb for λ≥ 0.

The linear space E together with a partial order ¹ becomes a partially ordered linear or

vector space. Two elements x and y in a partially ordered linear space E are called comparable

if either the relation x ¹ y or y ¹ x holds. We introduce a norm ‖·‖ in a partially ordered linear

space E so that E becomes now a partially ordered normed linear space. If E is complete with

respect to the metric d defined through the above norm, then it is called a partially ordered

complete normed linear space. We frequently need the concept of regulatory of E in what

follows. It is known that E is regular if {xn} is a nondecreasing (resp. nonincreasing) sequence

in E such that xn → x∗ as n →∞, then xn ¹ x∗ (resp. xn º x∗) for all n ∈ N. A few details of

an ordered Banach spaces and operator theoretic techniques are given in a series of papers
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Dhage [6, 7, 8, 9], Dhage and Dhage[11] and Dhage et. al [12]. The applications to nonlinear

differential and integral may be found in Dhage [7], Dhage and Dhage [10], Dhage et. al [13],

Heikkilä and Lakshmikantham [16] and Carl and Hekkilä [5] and the references therein.

Definition 2.1. A mapping T : X → X is called monotone nondecreasing if it preserves the

order relation ¹, that is, if x ¹ y implies T x ¹ T y for all x, y ∈ X . Similarly, T is called

monotone nonincreasing if x ¹ y implies T x ºT y for all x, y ∈ X . A monotone mapping T is

one which is either monotone nondecreasing or monotone nonincreasing on X .

The following terminologies may be found in any book on nonlinear operators, equations

and applications. See Banas and Goebel [2], Krasnoselskii [17] and the references therein.

An operator T on a normed linear space E into itself is called compact if T (E ) is a rela-

tively compact subset of E . T is called totally bounded if for any bounded subset S of E , T (S)

is a relatively compact subset of E . If T is continuous and totally bounded, then it is called

completely continuous on E .

The following definitions have been introduced in Dhage [8] and are frequently used in

the subsequent part of this paper.

Definition 2.2 (Dhage [9]). A mapping T : E → E is called partially continuous at a point

a ∈ E if for ǫ> 0 there exists a δ> 0 such that ‖T x −T a‖ < ǫ whenever x is comparable to a

and ‖x −a‖ < δ. T called partially continuous on E if it is partially continuous at every point

of it. It is clear that if T is partially continuous on E , then it is continuous on every chain C

contained in E .

Definition 2.3. A mapping T : E → E is called partially bounded if T (C ) is bounded for every

chain C in E . T is called uniformly partially bounded if all chains T (C ) in E are bounded by

a unique constant. T is called bounded if T (E ) is a bounded subset of E .

Definition 2.4. A mapping T : E → E is called partially compact if T (C ) is a relatively com-

pact subset of E for all totally ordered sets or chains C in E . T is called uniformly partially

compact if T (C ) is a uniformly partially bounded and partially compact on E . T is called

partially totally bounded if for any totally ordered and bounded subset C of E , T (C ) is a rela-

tively compact subset of E . If T is partially continuous and partially totally bounded, then it

is called partially completely continuous on E .

Remark 2.1. Note that every compact mapping on a partially normed linear space is par-

tially compact and every partially compact mapping is partially totally bounded, however the

reverse implications do not hold. Again, every completely continuous mapping is partially

completely continuous and every partially completely continuous mapping is partially con-

tinuous and partially totally bounded, but the converse may not be true.
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Definition 2.5 (Dhage [8]). The order relation ¹ and the metric d on a non-empty set E are

said to be compatible if {xn} is a monotone, that is, monotone nondecreasing or monotone

nondecreasing sequence in E and if a subsequence {xnk
} of {xn} converges to x∗ implies that

the whole sequence {xn} converges to x∗. Similarly, given a partially ordered normed linear

space (E ,¹,‖ ·‖), the order relation ¹ and the norm ‖ ·‖ are said to be compatible if ¹ and the

metric d defined through the norm ‖ ·‖ are compatible.

Clearly, the set R of real numbers with usual order relation ≤ and the norm defined by

the absolute value function has this property. Similarly, every partially compact subset of the

space C (J ,R) with usual order relation defined by x ≤ y if and only if x(t ) ≤ y(t ) for all t ∈ J

and the usual standard supremum norm ‖ · ‖ defined by ‖x‖= sup
t∈J

|x(t )| are compatible.

The following applicable hybrid fixed point theorem is proved in Dhage [8].

Theorem 2.1. Let E be a partially ordered linear space and suppose that there is a norm in E

such that E is a normed linear space. Let T : E → E be a nondecreasing, partially compact and

continuous mapping. Further if the order relation ¹ and the norm ‖·‖ in E are compatible and

if there is an element x0 ∈ E satisfying x0 ¹T x0 or x0 ºT x0, then T has a fixed point x∗ and

the sequence {T n x0} of successive iterations converges to x∗.

We note that Theorem 2.1 is very much useful for proving the existence theorems for

several dynamical systems in nonlinear analysis modeled on nonlinear differential and inte-

gral equations. Here, in the following section we generalize above fixed point theorem under

weaker conditions via measure of noncompactness and apply it to obtain existence of the

solutions of a certain nonlinear functional integral equation in a constructive way.

3. Partially condensing mappings

At the beginning of this section, we present some basic facts concerning the partially

measures of noncompactness in a partially ordered normed linear space. Assume that (E , || ·

||) is an infinite dimensional partially ordered Banach space with zero element θ. If C is a

chain in E , then C ′ denotes the set of all limit points of C in E . The symbol C stands for the

closure of C in E defined by C = C ∪C ′. Clearly, infC , supC ∈ C provided infC and supC

exist. The supC is an element z ∈ E such that for every ǫ > 0 there exists a c ∈ C such that

d (c , z)< ǫ and x ≤ z for all x ∈C . Similarly, infC is defined in the same way. Then C is again a

chain, called the closed chain in E . Thus, C is the intersection of all closed chains containing

C . In what follows, we denote by Pcl (E ), Pbd (E ), Pr cp (E ), Pch (E ), Pbd ,ch (E ), Pr cp,ch (E )

the family of all nonempty and closed, bounded, relatively compact, chains, bounded chains

and relatively compact chains of E respectively. Now we introduce the concept of partially

measure of noncompactness in E on the lines of usual classical theory.
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Definition 3.1. A mapping µp : Pbd ,ch (E ) → R+ = [0,∞) is said to be a partially measure of

noncompactness in E if it satisfies the following conditions:

1o ; 6= (µp )−1({0}) ⊂Pr cp,ch (E ),

2o µp (C ) =µp (C ),

3o µp is nondecreasing, i.e., if C1 ⊂C2 ⇒µp (C1) ≤µp (C2), and

4o If {Cn} is a sequence of closed chains from Pbd ,ch (E ) such that Cn+1 ⊂Cn , (n = 1,2, ...) and

if lim
n→∞

µp (Cn) = 0, then the intersection set C∞ =
⋂

∞
n=1 Cn is nonempty.

The family of sets described in 1o is said to be the kernel of the measure of noncompactness

µp and is defined as

ker µp
=

{

C ∈Pbd ,ch (E ) |µp (C ) = 0
}

.

Clearly, ker µp ⊂Pr cp,ch (E ). Observe that the intersection set C∞ from condition 4o is a mem-

ber of the family ker µp . In fact, since µp (C∞) ≤ µp (Cn) for any n, we infer that µp (C∞) = 0.

This yields that C∞ ∈ ker µp . This simple observation will be essential in our further investi-

gations.

Te partially measure µp of noncompactness is called sublinear if it satisfies

5o µp (C1 +C2) ≤µp (C1)+µp (C2) for all C1,C2 ∈Pbd ,ch (E ) and

6o µp (λC ) = |λ|µp (C ) for λ ∈R.

Again, µp is said to satisfy maximum property if

7o µp
(

C1
⋃

C2

)

= max
{

µp (C1),µp (C2)
}

.

Finally, µp is said to be full or complete if

8o ker µp =Pr cp,ch (E ).

Example 3.1. Define two functions αp ,βp : Pbd ,ch (E ) →R+ by

αp (C ) = inf

{

r > 0
∣

∣

∣ C =

n
⋃

i=1

Ci , diam (Ci ) ≤ r ∀ i

}

where, C ∈Pbd ,ch (E ) and diam(Ci )= sup{‖x − y‖ : x, y ∈Ci }, and

βp (C ) = inf

{

r > 0
∣

∣

∣ C ⊂

n
⋃

i=1

B(xi ,r ) for some xi ∈ E

}

where, B(xi ,r )= {x ∈ E : ‖xi −x‖ < r }. It is easy to prove that αp and βp are partially measures

of noncompactness called respectively the partially Kuratowskii and partially ball or Haus-

dorff measures of noncompactness in E .



402 BAPURAO C. DHAGE

The above two partially Kuratowskii and Hausdorff measures of noncompactness αp and

βp are sublinear, full and enjoy the maximum property in E . The verification of this claim

is same as classical Kuratowskii and Hausdorff measures of noncompactness and so we omit

the details.

Definition 3.2. A mappingψ :R+ →R+ is called a dominating function or, in short, D-function

if it is an upper semi-continuous and monotonic nondecreasing function satisfying ψ(0) = 0.

There do exist D-functions and commonly used D-functions are

ψ(r )= k r, for some constant k > 0,

ψ(r )=
L r

K + r
, for some constants L > 0,K > 0,

ψ(r )= tan−1 r,

ψ(r )= log(1+ r ),

ψ(r )= er
−1.

The above defined D-functions have been widely used in the existence theory of nonlin-

ear differential and integral equations.

Remark 3.1. If φ,ψ R+ →R+ are two D-functions, then i) φ+ψ, ii) λφ, λ> 0, and iii) φ◦ψ are

also D-functions on R+. The class of D-functions on R+ is denoted by D.

Definition 3.3. A nondecreasing mapping T : E → E is called partially nonlinear D-set-

Lipschitz if there exists a D-function ψ such that

µp (T C ) ≤ψ(µp (C ))

for all bounded chain C in E . T is called partially k-set-Lipschitz if µp (r ) = k r , k > 0. T

is called partially k-set-contraction if it is a partially k-set-Lipschitz with k < 1. Finally, T

is called a partially nonlinear D-set-contraction if it is a partially nonlinear D-Lipschitz with

µp (r ) < r for r > 0.

Remark 3.2. It is clear tat every partially k-set-contraction is a partially nonlinear D-set-

contraction an every partially nonlinear D-set-contraction is partially condensing, however,

the converse implications may not be true. Actually, it is very difficult to prove practically

a selfmaping of a normed linear space is partially condensing and we rarely come across

a mapping of this kind. But the mappings with nonlinear D-set-contraction and k-D-set-

contraction are available in the literature.

The following lemma (see Dhage [8, page 159]) is frequently used in the analytical fixed

point theory of metric spaces.
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Lemma 3.1 (Dhage [6]). Let ψ : R+ → R+ be a D-function satisfying ψ(r ) < r for r > 0. Then

limn→∞ψn(t ) = 0 for each t ∈R+ and vice-versa.

Our main result of this section is as follows.

Theorem 3.1. Let (E ,¹,‖ ·‖) be a regular partially ordered complete normed linear space such

that the order relation ¹ and the norm ‖ · ‖ are compatible. Let T : E → E be a nondecreas-

ing, partially continuous and partially bounded mapping. If T is partially nonlinear D-set-

contraction and if there exists an element x0 ∈ E such that x0 ¹ T x0, then T has a fixed point

x∗ and the sequence {T n x0} of successive iterations converges monotonically to x∗.

Proof. Define a sequence {xn} of points in E by

xn+1 =T xn , n = 0,1,2, . . . . (3.1)

Since T is nondecreasing and x0 ¹T x0, we have that

x0 ¹ x1 ¹ x2 ¹ ·· · ¹ xn ¹ ·· · . (3.2)

Denote

Cn =
{

xn , xn+1, . . .
}

for n = 0,1,2, . . . . By construction, each Cn is a bounded and closed chain in E and

Cn = T (Cn−1), n = 0,1,2, . . . .

Moreover,

C0 ⊃C1 ⊃ ·· · ⊃Cn ⊃ ·· · . (3.3)

Therefore, by nondecreasing nature of µp we obtain

µp (Cn) = µp (T (Cn−1))

≤ ψ(µp (Cn−1))

≤ ψ2(µp (Cn−2))

...

≤ ψn(µp (C0)) (3.4)

Taking the limit superior as n →∞ in the above equality (3.4), in view of Lemma 3.1 we

obtain that

lim
n→∞

µp (Cn) ≤ limsup
n→∞

ψn(µp (C0)) = lim
n→∞

ψn(µp (C0)) = 0. (3.5)
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Hence, by condition (4o) of µp ,

C∞ =

∞
⋂

n=1

Cn 6= ; and C∞ ∈Pr cp,ch (E ).

From (3.5) it follows that for every ǫ> 0 there exists an n0 ∈N such that

µp (Cn) < ǫ ∀ n ≥n0.

This shows that C n0
and consequently C 0 is a compact chain in E . Hence, {xn} has a

convergent subsequence. Further since the order relation ¹ and the norm ‖·‖ are compatible,

the whole sequence {xn} = {T n x0} is convergent and converges monotonically to a point, say

x∗ ∈ C 0. Since the ordered space space E is regular, we have that xn ≤ x∗. Finally, from the

partial continuity of T , we get

T x∗
=T

(

lim
n→∞

xn

)

= lim
n→∞

T xn = lim
n→∞

xn+1 = x∗.

This completes the proof. ���

Theorem 3.2. Let (E ,¹,‖ ·‖) be a regular partially ordered complete normed linear space such

that the order relation ¹ and the norm ‖ · ‖ are compatible. Let T : E → E be a nondecreas-

ing, partially continuous and partially bounded mapping. If T is partially nonlinear D-set-

contraction and if there exists an element x0 ∈ E such that x0 ¹T x0, then T has a fixed point

x∗ and the sequence {T n x0} of successive iterations converges monotonically to x∗.

Proof. The proof is similar to Theorem 3.1 and hence we omit the details. ���

Remark 3.3. If the set ST of solutions to the operator equation T x = x is a chain, then all the

solutions belonging to E are comparable. Further, if µp (ST ) > 0, then µp (ST ) = µp (T ST ) ≤

ψ(µp (ST )) < µp (ST ) which is a contradiction. Consequently, ST ∈ ker µp . This simple fact

has been utilized in the study of qualitative properties of the dynamic systems under consid-

eration.

Remark 3.4. The regularity of the partially ordered normed linear space E in above Theo-

rems 3.1 and 3.2 may be replaced with a continuity condition which is stronger than partial

continuity of the operators T on E .

Remark 3.5. Suppose that the order relation ¹ is introduced in E with the help of an order

cone K which is a non-empty closed set K in E satisfying (i) K +K ⊆K , (ii) λK ⊆K and

(iii) {−K }∩K = {0} (cf. [16]). Then the order relation ¹ in E is defined as x ¹ y ⇐⇒ y−x ∈K .

The element x0 ∈ E satisfying x0 ¹T x0 in above Theorem 3.1 is called a lower solution of the

operator equation x =T x. If the operator equation x =T x has more than one lower solution
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and set of all these lower solutions are comparable, then the corresponding set S of solutions

to above operator equation is a chain and hence all solutions in S are comparable. To see this,

let x0 and y0 be any two lower solutions of the above operator equation such that x0 ¹ y0 and

let x∗ and y∗ respectively be the corresponding solutions under the conditions of Theorem

3.1. Now, by definition of ¹, one has y0 − x0 ∈K and from monotone nondecreasing nature

of T it follows that T n y0−T n x0 ∈K . Since K is closed, we have that y∗−x∗ ∈K or x∗ ¹ y∗.

Theorem 3.3. Let (E ,¹,‖ ·‖) be a regular partially ordered complete normed linear space such

that the order relation ¹ and the norm ‖ · ‖ are compatible. Suppose that T : E → E is a par-

tially continuous, nondecreasing and partially nonlinear k-set-contraction with k < 1. If T is

partially bounded and there exists an element x0 ∈ E such that x0 ¹T x0 or x0 ºT x0, then T

has a fixed point x∗ and the sequence {T n x0} of successive iterations converges monotonically

to x∗.

Proof. The proof is similar to Theorem 3.1 and so we omit the details. ���

Corollary 3.1 (Dhage [8]). Let (E ,¹,‖·‖) be a regular partially ordered complete normed linear

space such that the order relation ¹ and the norm ‖·‖ are compatible. Suppose that T : E → E

is a partially continuous, nondecreasing and partially compact mapping. If T is partially

bounded and there exists an element x0 ∈ E such that x0 ¹T x0 or x0 º T x0, then T has a fixed

point x∗ and the sequence {T n x0} of successive iterations converges monotonically to x∗.

Before giving a further generalization of Theorems 3.1 and 3.2, we state a useful defini-

tion.

Definition 3.4. A nondecreasing mapping T : E → E is called partially condensing if for any

bounded chain C in E , µp (T (C )) <µp (C ) for µp (C ) > 0.

We remark that every partially compact and partially nonlinear D-set-contraction map-

pings are partially condensing, however the reverse implications may not hold.

Theorem 3.4. Let (E ,¹,‖ ·‖) be a regular partially ordered complete normed linear space such

that the order relation¹ and the norm ‖·‖ are compatible. Suppose that T : E → E is a partially

continuous, nondecreasing and partially condensing mapping. If T is partially bounded and

there exists an element x0 ∈ E such hat x0 ¹T x0 or x0 ºT x0, then T has a fixed point x∗ and

the sequence {T n x0} of successive iterations converges monotonically to x∗.

Proof. The proof is standard and hence we omit the details. ���

Remark 3.6. We note that the proofs of Theorems 3.1 and 3.2 do not make any use of the

linear structure of the underlined space E , and therefore, Theorems 3.1, 3.2, 3.3 and 3.4 also

remain true in the setting of a partially ordered metric space E .
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In view of above Remark 3.6, a slight generalization of Theorems 3.1 3.2, 3.3 and 3.4 are

as follows.

Theorem 3.5. Let (E ,¹,d ) be a regular partially ordered complete metric space such that the

order relation¹ and the metric d are compatible. Let T : E → E be a partially continuous, non-

decreasing and partially condensing mapping. If T is partially bounded and there exists an

element x0 ∈ E such hat x0 ¹T x0 or x0 ºT x0, then T has a fixed point x∗ and the sequence

{T n x0} of successive iterations converges monotonically to x∗.

Corollary 3.2. Let (E ,¹,d ) be a regular partially ordered complete metric space such that the

order relation ¹ and the norm d are compatible. Suppose that T : E → E is a nondecreas-

ing, partially continuous and partially bounded mapping. If T is partially nonlinear D-set-

contraction and if there exists an element x0 ∈ E such that x0 ¹T x0, then T has a fixed point

x∗ and the sequence {T n x0} of successive iterations converges monotonically to x∗.

Corollary 3.3. Let (E ,¹,d ) be a regular partially ordered complete metric space such that the

order relation ¹ and the norm d are compatible. Suppose that T : E → E is a partially contin-

uous, nondecreasing and partially k-set-contraction with k < 1. If T is partially bounded and

there exists an element x0 ∈ E such hat x0 ¹T x0 or x0 º T x0, then T has a fixed point x∗ and

the sequence {T n x0} of successive iterations converges monotonically to x∗.

Corollary 3.4. Let (E ,¹,d ) be a regular partially ordered complete metric space such that the

order relation ¹ and the norm d are compatible. Suppose that T : E → E is a partially con-

tinuous, nondecreasing and compact mapping. If T is partially bounded and there exists an

element x0 ∈ E such hat x0 ¹ T x0 or x0 º T x0, then T has a fixed point x∗ and the sequence

{T n x0} of successive iterations converges monotonically to x∗.

Remark 3.7. The regularity of the partially ordered metric space E in above Theorem 3.5 may

be replaced with a stronger continuity condition than partial continuity of the mappings T

on E . Furthermore, the fixed point set FT of comparable elements of the mapping T in S is

a member of ker µp .

4. FPTs of Krasnoselskii and Dhage type

The study of hybrid fixed point theorems for sum of two operators is attributed to Kras-

noselskii [17] whereas the study involving the product of two operators in Banach algebra is

attributed to Dhage [7]. Again the study of fixed point theorems in Banach algebras involving

the sum as well as product of operators is credited to Dhage [7]. Here, we prove the analogous

results for the sum and the product of operators in partially ordered complete normed linear
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spaces which are useful in applications to perturbed nonlinear differential and integral equa-

tions for proving the existence and attractivity of solutions under mixed compact, Lipschitz

and monotonic conditions.

4.1. FPTs of Krasnoselskii type

Definition 4.1. Let (E ,¹,‖·‖) be a partially ordered normed linear space. A mapping T : E →

E is called partially nonlinear D-Lipschitz if there exists a D-function ψ : R+ →R+ such that

‖T x −T y‖≤ψ(‖x − y‖)

for all comparable elements x, y ∈ E . If ψ(r ) = k r , k > 0, then T is called a partially Lipschitz

with a Lipschitz constant k . If k < 1, T is called a partially contraction with contraction

constant k . Finally, T is called nonlinear D-contraction if it is a nonlinear D-Lipschitz with

ψ(r ) < r for r > 0.

In a recent paper [8], the author proved the following fixed point result in a partially or-

dered Banach space which combines contraction mapping principle and topological fixed

point principle developed in the same paper. Also see Nieto and Lopez [19] and the refer-

ences cited therein.

Theorem 4.1 (Dhage [8]). Let
(

E ,¹,‖ · ‖
)

be a partially ordered complete normed linear space

such that the order relation ¹ and the norm ‖ · ‖ in E are compatible. Let A ,B : E → E be two

nondecreasing operators such that

(a) A is continuous and partially nonlinear D-contraction,

(b) B is continuous and partially compact,

(c) there exists an element x0 ∈ E such that x0 ¹A x0 +By for all y ∈ E, and

(d) every pair of elements x, y ∈ E has a lower and an upper bound in E.

Then the operator equation

A x +Bx = x (4.1)

has a solution in E.

Note that the hypothesis (c) is just more than that of a lower solution of the operator

equation (4.1) and the hypothesis (d) holds in particular if E is a lattice. In the following we im-

prove above Theorem 4.1 under weaker conditions (c) and (d) thereof with a different proof.

Before going to the main fixed point result we prove a useful lemma which we need in what

follows.
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Lemma 4.2. Let
(

X ,¹,‖ ·‖
)

be a partially ordered complete normed linear space. If T : E → E

is a nondecreasing and partially nonlinear D-Lipschitz mapping, then for any bounded chain

C in E, we have

αp (T C ) ≤ψ(αp (C )) (4.2)

where, αp is a partially Kurotowskii measure of noncompactness and ψ is a associated D-

function of T on E.

Proof. The proof is similar to standard result for usual nonlinear D-Lipschitz mapping with

Kurotowskii measure of noncomactness α in the Banach space E . We omit the details. ���

Theorem 4.2. Let
(

E ,¹,‖ ·‖
)

be a regular partially ordered complete normed linear space such

that the order relation ¹ and the norm ‖ · ‖ in E are compatible. Let A ,B : E → E be two

nondecreasing operators such that

(a) A is partially bounded and partially nonlinear D-contraction,

(b) B is partially continuous and partially compact, and

(c) there exists an element x0 ∈ E such that x0 ¹A x0 +Bx0.

Then the operator equation (4.1) has a solution x∗ in E and the sequence {xn} of successive

iterations defined by xn+1 =A xn +Bxn , n=0,1,. . . ; converges monotonically to x∗.

Proof. Define a mapping T on E by

T x =A x +Bx.

Since A and B are nondecreasing, T is nondecreasing on E . From the partial continuity

of the operators A and B and the continuity of the binary composition addition, it follows

that the operator T is partially continuous on E . As A is partially bounded and B is par-

tially continuous and partially compact, we have that T is a partially bounded operator on E .

Again, by hypothesis (c), x0 ¹T x0. Next, we show that T is a nonlinear D-set-contraction on

E . Let C be a bounded chain in E . Then by definition of T , we have

T (C ) ⊆A (C )+B(C ).

Since T is nondecreasing and partially continuous T (C ) is again a bounded chain in

E . Now, the partially Kurotowskii measure αp of noncompactness is subadditive and full or

complete and satisfies the properties (5o) and (8o) in E . As a result,

αp (T C ) ≤αp (A (C ))+αp (B(C )) ≤ψ(αp (C ))

which shows that T is a partially nonlinear D-set-contraction on E . Next, the order relation

¹ and the norm ‖ · ‖ are compatible, so the desired conclusion follows by an application of

Theorem 3.1. This completes the proof. ���
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Theorem 4.3. Let
(

E ,¹,‖ ·‖
)

be a regular partially ordered complete normed linear space such

that the order relation ¹ and the norm ‖ · ‖ in E are compatible. Let A ,B : E → E be two

nondecreasing operators such that

(a) A is partially bounded and partially nonlinear D-contraction,

(b) B is partially continuous and partially compact, and

(c) there exists an element x0 ∈ E such that x0 ºA x0 +Bx0.

Then the operator equation (4.1) has a solution x∗ in E and the sequence {xn} of successive

iterations defined by xn+1 =A xn +Bxn , n=0,1,. . . ; converges monotonically to x∗.

4.2. FPTs of Dhage type

Let (E ,¹,‖ ·‖) be a partially ordered normed linear algebra. Denote

E+
= {x ∈ E | x º θ} and K = {E+

⊂ E |uv ∈ E+ for all u, v ∈ E+}, (4.3)

where θ is the zero element of E . The members of K are called positive vectors in E .

Lemma 4.3 (Dhage [7]). If u1,u2, v1, v2 ∈ K are such that u1 ¹ v1 and u2 ¹ v2, then u1u2 ¹

v1v2.

Definition 4.2. An operator T : E → E is said to be positive if the range R(T ) of T is such

that R (T ) ⊆K .

For any two chains C1 and C2 in E , denote

C1C2 = {x ∈ E | x = c1c2, c1 ∈C1 and c2 ∈C2}.

Then we have the following lemma.

Lemma 4.4. If C1 and C2 are two bounded chains in a partially ordered normed linear algebra

E, then

αp (C1C2) ≤ ‖C2‖α
p (C1)+‖C1‖α

p (C2) (4.4)

where ‖C‖ = sup{‖c‖ | c ∈C } and αp is a partially Kurotowskii measure of noncompactness in

E.

Theorem 4.4. Let
(

E ,¹,‖ · ‖
)

be a regular partially ordered complete normed linear algebra

such that the order relation ¹ and the norm ‖ · ‖ in E are compatible. Let A ,B : E → K and

C : E → E be three nondecreasing operators such that

(a) A and C are partially bounded and partially nonlinear D-Lipschitz with D-functions ψA

and ψC respectively,
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(b) B is partially continuous and compact,

(c) MψA (r )+ψC (r ) < r , r > 0, where M = ‖B(E )‖, and

(d) there exists an element x0 ∈ X such that x0 ¹A x0 Bx0 +C x0 or x0 ºA x0 Bx0 +C x0.

Then the operator equation

A x Bx +C x = x (4.5)

has a solution x∗ in E and the sequence {xn} of successive iterations defined by xn+1 =A xn Bxn+

C xn , n=0,1,. . . ; converges monotonically to x∗.

Proof. Suppose that there exists an element x0 ∈ X such that x0 ¹ A x0 Bx0 +C x0. Define a

mapping T on E by

T x =A x Bx +C x.

Since A and B are positive and A , B and C are nondecreasing, T is nondecreasing

on E . From the partial continuity of the operators A , B and C and the continuity of the

binary compositions addition and multiplication, it follows that the operator T is partially

continuous on E . As A and C are partially bounded and B is partially compact, we have that

T is partially bounded on E . Again, by hypothesis (d), x0 ¹ T x0. Next, we show that T is a

partially nonlinear D-set-contraction on E . Let C be a bounded chain in E . Then by definition

of T , we have

T (C ) ⊆A (C )B(C )+C (C ).

Since T is nondecreasing and partially continuous T (C ) is again a bounded chain in E .

Now, the partially Kurotowskii measure αp of noncompactness in E is subadditive and full or

complete and satisfies the properties (5o) and (8o). As a result,

αp (T C ) ≤ ‖A (C )‖αp (B(C ))+‖B(C )‖αp (A (C ))+αp (C (C ))

≤ ‖B(E )‖αp (A (C ))+αp (C (C ))

≤ MψA (αp (C ))+ψC (αp (C ))

= ψ(αp (C )), (4.6)

where ψ(r ) = MψA (r )+ψC (r ) < r , r > 0 and the constant M exists in view of the fact that B

is compact operator on E . This shows that T is a partially nonlinear D-set-contraction on E .

Next, the order relation ¹ and the norm ‖·‖ are compatible, so the desired conclusion follows

by an application of Theorem 3.1. Similarly, if x0 ºA x0 Bx0+C x0, then using Theorem 3.2 it

can be proved that T has a fixed point. This completes the proof. ���

Remark 4.1. If we takeψA (r )= L1r
K+r andψC (r )= L2 r, then hypothesis (d) of the above hybrid

fixed point theorem takes the form L1M
K+r + L2 < 1 for each real number r > 0. Similarly, if

ψA (r ) = L1 r, and ψC (r ) = L2r
K+r

, then hypothesis (d) of the above hybrid fixed point theorem

takes the form M L1 +
L2M
K+r < 1 for each real number r > 0.
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Corollary 4.1. Let
(

E ,¹,‖ · ‖
)

be a regular partially ordered complete normed linear algebra

such that the order relation ¹ and the norm ‖ ·‖ in E are compatible. Let A ,B : E →K be two

nondecreasing operators such that

(a) A is partially bounded and partially nonlinear D-Lipschitz with D-function ψA ,

(b) B is partially continuous and compact,

(c) MψA (r ) < r , r > 0, where M =‖B(E )‖ and

(d) there exists an element x0 ∈ X such that x0 ¹A x0 Bx0 or x0 ºA x0 Bx0.

Then the operator equation

A x Bx = x (4.7)

has a solution x∗ in E and the sequence {xn} of successive iterations defined by xn+1 =A xn Bxn ,

n = 0,1, . . . ; converges monotonically to x∗.

Remark 4.2. The hypotheses (b) and (c) in Theorem 4.4 may be replaced with the weaker

hypotheses as follows:

(b′) B is partially continuous and uniformly partially compact, and

(c′) MψA (r )+ψC (r ) < r , r > 0, where M = sup{‖B(C )‖ : C ∈Pch }.

The proof of Theorem 4.4 under these new hypotheses is essentially the same as that

given in the theorem. Similarly, the conclusion of Corollary 4.1 also remains true under the

corresponding changes in the hypotheses (b) and (c) thereof. Corollary 4.1 is useful in the

study of quadratic nonlinear differential and integral equations for qualitative aspects of the

solutions.

Remark 4.3. The conclusion of hybrid fixed point theorems of Sections 3 and 4 also remains

true if we replace the compatibility of E with respect to the order relation ≤ and the norm

‖ · ‖ by the weaker condition of the compatibility of every compact chain C in E . The later

condition holds if ≤ and ‖ ·‖ are compatible in every partially compact subset of E .

5. Functional integral equations

In this section, we are going to prove a result on the existence and uniform global attrac-

tivity of comparable solutions for a nonlinear functional integral equation. Our investigations

will be carried out in the partially ordered Banach space of real functions which are defined,

continuous and bounded on the right half real axis R+. The integral equation in question has

rather general form and contains as particular cases a lot of functional equations and non-

linear integral equations of Volterra type. The main tool used in our considerations is the

technique of partially measures of noncompactness and the fixed point result established in

Theorem 3.1. The measure of noncompactness used in this paper allows us not only to obtain
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the existence of solutions of the mentioned functional integral equation but also to character-

ize the comparable solutions in terms of uniform global ultimate attractivity. This assertion

means that all possible comparable solutions of the functional integral equation in question

are globally uniformly ultimately attractive in the sense of notion defined in the following

section.

5.1. Notation, definitions and auxiliary facts

Our considerations will be placed in the Banach space BC (R+,R) consisting of all real

functions x = x(t ) defined, continuous and bounded on R+. This space is equipped with the

standard supremum norm

||x|| = sup{|x(t )| : t ∈R+} . (5.1)

Define the order relation ≤ in BC (R+,R) as follows. Let x, y ∈ BC (R+,R). Then by x ≤

y we mean x(t ) ≤ y(t ) forall t ∈ R+. It is clear that (BC (R+,R),≤,‖ · ‖) is a regular partially

ordred Banach space and the order relation ≤ and the norm ‖ · ‖ are compatible in every

partially compact subset of BC (R+,R). Further (BC (R+,R),≤) is also a lattice so that every

pair of elements in it has a least lower bound and a greatest upper bound. (cf. Nieto and

Lopez [19]). See also Carl and Heikkilä [5] and the references therein.

For our purposes we introduce a measure of noncompactness which is a handy tool in the

study of the solutions of certain nonlinear integral equations. To define this partial measure,

let us fix a nonempty and bounded chain X of the space BC (R+,R) and a positive number

T . For x ∈ X and ǫ ≥ 0 denote by ωT (x,ǫ) the modulus of continuity of the function x on the

interval [0,T ] defined by

ωT (x,ǫ)= sup{|x(t )−x(s)| : t , s ∈ [0,T ], |t − s| ≤ ǫ} .

Next, let us put

ωT (X ,ǫ) = sup{ωT (x,ǫ) : x ∈ X } ,

ωT
0 (X ) = lim

ǫ→0
ωT (X ,ǫ) ,

ω0(X ) = lim
T→∞

ωT
0 (X ) .

It is claimed that the partial Hausdorff measure of noncompactness βp is very much use-

ful in applications to nonlinear differential and integral equations and it can be shown that

βp (X )=
1

2
ω0(X )

for all bounded chain X in E . Thus ω0 is a handy tool for βp in E .
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Now, for a fixed number t ∈R+ and a fixed bounded chain X in BC (R+,R), let us denote

X (t )= {x(t ) : x ∈ X }.

Define

δa (X (t )) = |X (t )| = sup{|x(t )| : x ∈ X } ,

δT
a (X (t )) = sup

t≥T
δa (X (t ))= sup

t≥T
|X (t )|

and

δa (X ) = lim
T→∞

δT
a (X (t )) = limsup

t→∞

|X (t )|.

Again, for a fixed real number c , denote

X (t )−c = {x(t )−c : x ∈ X }.

Define

δb(X (t )) = |X (t )−c | = sup{|x(t )−c | : x ∈ X } ,

δT
b (X (t )) = sup

t≥T
δb(X (t )) = sup

t≥T
|X (t )−c |

and

δb(X ) = lim
T→∞

δT
b (X (t )) = limsup

t→∞

|X (t )−c |.

Similarly, let

δc (X (t )) = diam X (t )= sup{|x(t )− y(t )| : x, y ∈ X } ,

δT
c (X (t )) = sup

t≥T
δ(X (t )) = sup

t≥T
diam X (t )

and

δc (X ) = lim
T→∞

δT (X (t )) = limsup
t→∞

diam X (t ).

The details of the functions δa , δb and δc appear in Dhage [8]. Finally, let us consider the

functions µ
p
a , µ

p

b
and µ

p
c defined on the family of bounded chains in BC (R+,R) by the formula

µ
p
a (X ) = max

{

ω0(X ) , δa (X )
}

, (5.2)

µ
p

b
(X ) = max

{

ω0(X ) , δb (X )
}

(5.3)

and

µ
p
c (X ) = max

{

ω0(X ) , δc (X )
}

. (5.4)

It can be shown that the functions µ
p
a , µ

p

b
and µ

p
c are partially measures of noncompact-

ness in the space BC (R+,R). The components ω0 and δa are called the characteristic values

of the partially measure of noncompactness µ
p
a . Similarly, ω0, δb and ω0, δc are respectively

the characteristic values of the partially measure of noncompactness µ
p

b
and µ

p
c in BC (R+,R).
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Remark 5.1. The kernels ker µ
p
a , ker µ

p

b
and ker µ

p
c consist of nonempty and bounded chains

X of BC (R+,R) such that functions from X are locally equicontinuous on R+ and the thick-

ness of the bundle formed by functions from X tends to zero at infinity. This particular char-

acteristic of ker µ
p
a , ker µ

p

b
and ker µ

p
c has been useful in establishing the global attractivity

and global asymptotic stability of the comparable solutions for nonlinear functional integral

equations.

In order to introduce further concepts used in the paper let us assume thatΩ is a nonempty

chain of the space BC (R+,R). Moreover, let Q be an operator defined on Ω with values in

BC (R+,R).

Consider the operator equation of the form

x(t )=Qx(t ), t ∈R+ . (5.5)

Definition 5.1. We say that comparable solutions of the equation (5.5) are locally attractive if

there exists a ball B(x0,r ) in the space BC (R+,R) such that for arbitrary comparable solutions

x = x(t ) and y = y(t ) of the equation (5.5) belonging to B(x0,r )∩Ω we have that

lim
t→∞

[

x(t )− y(t )
]

= 0 . (5.6)

In the case when limit (5.6) is uniform with respect to the set B(x0,r )∩Ω, i.e. when for each

ǫ> 0 there exists T > 0 such that

|x(t )− y(t )| ≤ ǫ (5.7)

for all x, y ∈ B(x0,r )∩Ω being the comparable solutions of (5.5) and for t ≥ T , we will say

that the comparable solutions of the operator equation (5.5) are uniformly locally ultimately

attractive defined on R+.

Definition 5.2. A comparable solution x = x(t ) of equation (5.5) is said to be globally ulti-

mately attractive if (5.6) holds for every comparable solution y = y(t ) of (5.5) on R+. In other

words, we may say that the comparable solutions of the equation (5.5) are globally ultimately

attractive if for arbitrary comparable solutions x(t ) and y(t ) of (5.5) the condition (5.6) is sat-

isfied. In the case when condition (5.6) is satisfied uniformly with respect to the set BC (R+,R),

i.e., if for every ǫ> 0 there exists T > 0 such that the inequality (5.7) is satisfied for all x, y ∈Ω

being the comparable solutions of (5.5) and for t ≥ T , we will say that the comparable solu-

tions of the equation (5.5) are uniformly globally ultimately attractive on R+.

Let us mention that the concept of asymptotic stability may be found in Banas and Dhage

[3] and references therein wheres the concept of global attractivity of solutions is introduced
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in Dhage [8] and proved attractivity results for certain nonlinear integral equations. We men-

tion that the present approach is constructive and different from that given in the above stated

papers.

5.2. Integral equation and attractivity result

Now we will investigate the following nonlinear functional integral equation (in short

FIE)

x(t )= f (t , x(α(t )))+

∫β(t )

0
g (t , s, x(γ(s)))d s (5.8)

for all t ∈ R+, where the functions f : R+×R→ R and g : R+×R+×R→ R are continuous and

α,β,γ :R+ →R+.

By a solution of the FIE (5.8) we mean a function x ∈C (R+,R) that satisfies the equation

(5.8), where C (R+,R) is the space of continuous real-valued functions on R+.

Observe that the above integral equation has been discussed in Banas and Dhage [3] under

strong Lipschitz condition for the attractivity of solutions and includes several classes of func-

tional, integral and functional integral equations considered in the literature (cf. [1, 4, 7] and

references therein). Let us also mention that the functional integral equation considered in

[3, 4] is a special case of the equation (5.8), where α(t ) = β(t ) = γ(t ) = t . The novelty of the

present approach lies in the fact that we use a weaker one sided or partially Lipschitz condi-

tion and derive some stronger conclusions for comparable solutions.

The nonlinear integral equation (5.8) will be considered under the following assump-

tions:

(H1) The functions α,β,γ : R+ →R+ are continuous and α(t ) ≥ t for all t ∈R+.

(H2) The function F : R+ →R+ defined by F (t ) = | f (t ,0)| is bounded onR+ with F0 = sup
t≥0

F (t ).

(H3) There exist constants L > 0 and K > 0 such that

0 ≤ f (t , x)− f (t , y)≤
L(x − y)

K + (x − y)

for all t ∈R+ and x, y ∈R with x ≥ y . Moreover, L ≤ K .

(H4) g (t , s, x) is nondecreasing in x for each t , s ∈R+.

(H5) There exists an element u ∈ BC (R+,R) such that

u(t )≤ f (t ,u(α(t )))+

∫β(t ))

t0

g (t , s,u(γ(s))))d s

for all t ∈R+.
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(H6) The function g : R+×R+×R→R is continuous and there exist functions a,b : R+ →R+

such that

|g (t , s, x)| ≤ a(t )b(s)

for t , s ∈R+ and x ∈R. Moreover, we assume that

lim
t→∞

a(t )

∫β(t )

0
b(s)d s = 0 .

(H7) There exists a real number c such that f (t ,c)= c for all t ∈R+.

The hypotheses (H1)-(H2) and (H4), (H6) have been widely used in the literature on non-

linear differential and integral equations. The special case of hypothesis (H3) with L < K is

considered in Nieto and Lopez [19]. Now we formulate the main existence result for the inte-

gral equation (5.6) under above mentioned natural conditions.

Theorem 5.1. Assume that the hypotheses (H1) through (H6) hold. Then the functional integral

equation (5.8) has at least one solution x∗ in the space BC (R+,R) and the sequence {xn} of

successive approximations defined by

xn(t )= f (t , xn−1(α(t )))+

∫β(t )

0
g (t , s, xn−1(γ(s)))d s (5.9)

for all t ∈R+ with x0 = u converges monotonically to x∗. Moreover, the comparable solutions of

the equation (5.8) are uniformly globally ultimately attractive on R+.

Proof. We seek the solutions of the FIE (5.8) in the space BC (R+,R) of continuous and bounded

real-valued functions defined on R+. Set E = BC (R+,R). Define an order relation ≤ in E as

x ≤ y if and only if x(t )≤ y(t ) for all t ∈R+. Clearly, E is regular and the order relation ≤ an the

norm ‖·‖ in E are compatible in every compact chain C of E . Consider the operator Q defined

on the space BC (R+,R) by the formula

Qx(t )= f (t , x(α(t )))+

∫β(t )

0
g (t , s, x(γ(s)))d s, t ∈R+. (5.10)

Observe that in view of our assumptions, for any function x ∈ E the function Qx is continuous

on R+. As a result, Q defines a mapping Q : E → E . We show that Q satisfies all the conditions

of Theorem 3.1 on E . This will be achieved in a series of following steps:

Step I: Q is nondecreasing on E .

Let x, y ∈ E be such that x ≤ y . Then by hypothesis (H3)-(H4), we obtain

Qx(t ) = f (t , x(α(t )))+

∫β(t )

0
g (t , s, x(γ(s)))d s



PARTIALLY CONDENSING MAPPINGS AND APPLICATIONS 417

≤ f (t , y(α(t )))+

∫β(t )

0
g (t , s, y(γ(s)))d s

= Q y(t )

for all t ∈R+. This shows that Q is a nondecreasing operator on E .

Step II: Q is partially bounded on E .

Let X be a chain in E and let x ∈ X . Since the function v :R+ →R defined by

v(t )= lim
t→∞

a(t )

∫β(t )

0
b(s)d s (5.11)

is continuous and in view of hypothesis (H6), the number V = supt≥0 v(t ) exists. Moreover if

x ≥ θ, then for arbitrarily fixed t ∈R+ we obtain:

|Qx(t )| ≤ | f (t , x(α(t )))|+

∫β(t )

0
|g (t , s, x(s))|d s

≤ | f (t , x(α(t )))− f (t ,0)|+ | f (t ,0)|+a(t )

∫β(t )

0
b(s)d s

≤
L|x(α(t ))|

K +|x(α(t ))|
+F (t )+ v(t )

≤
L‖x‖

K +‖x‖
+F0 +V = L+F0 +V = r. (5.12)

Similarly, if x ≥ θ, then it can be shown that |Qx(t )| ≤ r for all t ∈R+. Taking the suremum

over t , we obtain ||Qx|| ≤ r for all x ∈ X . This means that the operator Q transforms any chain

X into a bounded chain in E . More precisely, we obtain that the operator Q transforms the

chain X into the chain Q(X ) contained in the ball B(θ,r ), where r = L +F0 +V . As a result, Q

defines a mapping Q : Pch (E ) →Pch(B(θ,r )) and that Q is partially bounded on E .

Step III: Q is partially continuous on E .

Now we show that the operator Q is partially continuous on E . To do this, let X be a chain

in E and let us fix arbitrarily ǫ> 0 and take x, y ∈ X such that x ≥ y and ||x − y || ≤ ǫ. Then we

get:

|Qx(t )−Q y(t )| ≤ | f (t , x(α(t )))− f (t , y(α(t )))|

+

∣

∣

∣

∣

∫β(t )

0
g (t , s, x(γ(s)))d s −

∫β(t )

0
g (t , s, y(γ(s)))d s

∣

∣

∣

∣

≤ | f (t , x(α(t )))− f (t , y(α(t )))|

+

∫β(t )

0
|g (t , s, x(γ(s)))|d s +

∫β(t )

0
|g (t , s, y(γ(s)))|d s

≤
L|x(α(t ))− y(α(t ))|

K +|x(α(t ))− y(α(t ))|
+2a(t )

∫β(t )

0
b(s)d s
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≤
L‖x − y‖

K +‖x − y‖
+2v(t )

< ǫ+2 v(t ).

Hence, in virtue of hypothesis (H6) we infer that there exists T > 0 such tha v(t ) ≤ ǫ
2 for

t ≥ T . Thus, for t ≥ T we derive that

|Qx(t )−Q y(t )| < 2ǫ . (5.13)

Further, let us assume that t ∈ [0,T ]. Then, evaluating similarly as above we get:

|Qx(t )−Q y(t )| ≤ | f (t , x(α(t )))− f (t , y(α(t )))|
∣

∣

∣

+

∫β(t )

0
[|g (t , s, x(γ(s)))− g (t , s, y(γ(s)))|]d s

≤
L |x(α(t ))− y(α(t ))|

K +|x(α(t ))− y(α(t ))|

+

∫βT

0

[

|g (t , s, x(γ(s)))− g (t , s, y(γ(s)))|
]

d s

< ǫ+βT ωT
r (g ,ǫ) , (5.14)

where we have denoted

βT = sup{β(t ) : t ∈ [0,T ]} ,

and

ωT
r (g ,ǫ) = sup{|g (t , s, x)− g (t , s, y)| : t , s ∈ [0,T ], x, y ∈ [−r,r ], |x − y | ≤ ǫ} .

Obviously, in view of continuity of β, we have that βT <∞. Moreover, from the uniform

continuity of the function g (t , s, x) on the set [0,T ]× [0,T ]× [−r,r ] we derive that ωT
r (g ,ǫ) → 0

as ǫ → 0. Now, linking (5.13), (5.14) and the above established facts we conclude that the

operator Q maps partially continuously the ball B(θ,r ) into itself.

Step IV: Q is a nonlinear D-set-contraction w.r.t. the characteristic value ω0.

Further on let us take a bounded chain X in E with bound r > 0, i.e., the chain X belong-

ing to the ball B(θ,r ). Next, fix arbitrarily T > 0 and ǫ> 0. Let us choose x ∈ X and t1, t2 ∈ [0,T ]

with |t2−t1| ≤ ǫ. Without loss of generality we may assume that x(α(t1)) ≥ x(α(t2)). Then, tak-

ing into account our assumptions, we get:

|Qx(t1)−Qx(t2)| ≤ | f (t1, x(α(t1)))− f (t2, x(α(t2)))|

+

∣

∣

∣

∣

∫β(t1)

0
g (t1, s, x(γ(s)))d s −

∫β(t2)

0
g (t2, s, x(γ(s)))d s

∣

∣

∣

∣

≤ | f (t1, x(α(t1)))− f (t2, x(α(t2)))|
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+

∣

∣

∣

∣

∫β(t1)

0
g (t1, s, x(γ(s)))d s −

∫β(t2)

0
g (t2, s, x(γ(s)))d s

∣

∣

∣

∣

+

∣

∣

∣

∣

∫β(t1)

0
g (t1, s, x(γ(s)))d s −

∫β(t2)

0
g (t2, s, x(γ(s)))d s

∣

∣

∣

∣

≤ | f (t1, x(α(t1)))− f (t2, x(α(t2)))|

+

∫β(t1)

0
|g (t1, s, x(γ(s)))− g (t2, s, x(γ(s)))|d s

+

∣

∣

∣

∣

∫β(t1)

β(t2)
|g (t2, s, x(γ(s)))|d s

∣

∣

∣

∣

≤ | f (t1, x(α(t1)))− f (t2, x(α(t2)))|

+

∫βT

0
|g (t1, s, x(γ(s)))− g (t2, s, x(γ(s)))|d s +Gr

T |β(t1)−β(t2)|, (5.15)

where

Gr
T = sup{|g (t , s, x)| : t ∈ [0,T ], s ∈ [0,βT ], x ∈ [−r,r ]}

which does exist in view of continuity of the function g on compact [0,T ]× [0,βT ]× [−r,r ].

Now combining (5.14) and (5.15) we obtain,

|Qx(t2)−Qx(t1)| ≤ | f (t1, x(α(t1)))− f (t2, x(α(t1)))|+
L |x(α(t1))−x(α(t2))|

K +|x(α(t1))−x(α(t2))|

+

∫βT

0
|g (t1, s, x(γ(s)))− g (t2, s, x(γ(s)))|d s +Gr

T |β(t1)−β(t2)|

≤
LωT (x,ωT (α,ǫ))

K +ωT (x,ωT (α,ǫ))
+ωT

r ( f ,ǫ)+

∫βT

0
ωT

r (g ,ǫ)d s +Gr
T ωT (β,ǫ), (5.16)

where we have denoted

ωT (α,ǫ) = sup{|α(t2)−α(t1)| : t1, t2 ∈ [0,T ], |t2 − t1| ≤ ǫ} ,

ωT (β,ǫ) = sup{|β(t2)−β(t1)| : t1, t2 ∈ [0,T ], |t2 − t1| ≤ ǫ} ,

ωT
r ( f ,ǫ) = sup{| f (t2, x)− f (t1, x)| : t1, t2 ∈ [0,T ], |t2 − t1| ≤ ǫ, x ∈ [−r,r ]} ,

and

ωT
r (g ,ǫ) = sup

{

|g (t2, s, x)− g (t1, s, x)| : t1, t2 ∈ [0,T ], |t2 − t1| ≤ ǫ, s ∈ [0,βT ], x ∈ [−r,r ]
}

.

From the above estimate we derive the following one:

ωT (Q(X ),ǫ)≤
LωT (X ,ωT (α,ǫ))

K +ωT (X ,ωT (α,ǫ))
+ ωT

r ( f ,ǫ)+

∫βT

0
ωT

r (g ,ǫ)d s +Gr
T ωT (β,ǫ). (5.17)

Observe that ωT
r ( f ,ǫ) → 0 and ωT

r (g ,ǫ) → 0 as ǫ→ 0, which is a simple consequence of the

uniform continuity of the functions f and g on the sets [0,T ]×[−r,r ] and [0,T ]×[0,βT ]×[−r,r ]



420 BAPURAO C. DHAGE

respectively. Moreover, from the uniform continuity of α,β on [0,T ], it follows that ωT (α,ǫ) →

0, ωT (β,ǫ) → 0 as ǫ→ 0. Thus, linking the established facts with the estimate (5.14) we get

ωT
0 (Q(X )) ≤

LωT
0 (X )

K +ωT
0 (X )

.

Consequently, we obtain

ω0(Q(X )) ≤
L ω0(X )

K +ω0(X )
. (5.18)

Step V: Q is a nonlinear D-set-contraction w.r.t. characteristic value δc .

Now, taking into account our assumptions, for arbitrarily fixed t ∈ R+ and for x, y ∈ X

with x ≥ y , we deduce the following estimate:

|(Qx)(t )− (Q y)(t )| ≤ | f (t , x(α(t )))− f (t , y(α(t )))|+2

(

a(t )

∫β(t )

0
b(s)d s

)

≤
L|x(α(t ))− y(α(t ))|

K +|x(α(t ))− y(α(t ))|
+2v(t ).

From the above inequality it follows that

diam(Q X (t )) ≤
L diam (X (α(t )))

K +diam (X (α(t )))
+v(t )

for each t ∈R+. Therefore, taking limit superior over t →∞, we obtain

δc (Q X ) = limsup
t→∞

diam(Q(X (t )))

≤
L limsupt→∞ diam(X (α(t )))

K + limsupt→∞ diam X (α(t ))

≤
L limsupt→∞ diam(X (t ))

K + limsupt→∞ diam(X (t ))

=
Lδc (X )

K +δc (X )
. (5.19)

Step VI: Q is a partially nonlinear D-set-contraction on E .

Further, using the measure of noncompactness µ
p
c defined by the formula (5.4) and keep-
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ing in mind the estimates (5.18) and (5.19), we obtain

µ
p
c (Q X ) = max

{

ω0(Q X ) , δc (Q X )
}

≤ max

{

L ω0(X )

K +ω0(X )
,

Lδc (X )

K +δc (X )

}

≤
L max

{

ω0(X ) , δc (X )
}

K +max
{

ω0(X ) , δc (X )
}

=
Lµ

p
c (X )

K +µ
p
c (X )

for all bounded chains X in E . Since L ≤ K , the operator Q is a partially nonlinear D-set-

contraction on E with D-function ψ(r ) =
Lr

K + r
. Again, by hypothesis (H5), there exists an

element x0 = u ∈ E such that x0 ≤Qx0, that is, x0 is a lower solution of the FIE (5.8) defined on

R+.

Thus Q satisfies all the conditions of Theorem 3.1 on E in view of Remark 4.3. Hence we

apply it to the operator equation Qx = x and deduce that the operator Q has a fixed point x∗ in

E . Obviously x∗ is a solution of the functional integral equation (5.8) and the sequence {xn} of

successive approximations defined by (5.9) converges monotonically to x∗. Moreover, taking

into account that the image of every chain X under the operator Q is again a chain Q(X )

contained in the ball B(θ,r ) we infer that the set F (Q) of all fixed points of Q is contained

in B(θ,r ). If the set F (Q) contains all comparable solutions of the equation (5.8), then we

conclude from Remark 3.3 that the set F (Q) belongs to the family ker µ
p
c . Now, taking into

account the description of sets belonging to ker µ
p
c (given in Section 3) we deduce that all

comparable solutions of the equation (5.8) are uniformly globally ultimately attractive on R+.

This completes the proof. ���

Theorem 5.2. Assume that the hypotheses (H1) through (H7) hold. Then the functional FIE

(5.8) has at least one solution x∗ in the space BC (R+,R) and the sequence {xn} of successive

approximations defined by (5.9) converges monotonically to x∗. Moreover, the comparable so-

lutions of the equation (5.8) are uniformly globally ultimately asymptotically stable to the line

x(t )= c defined on R+.

Proof. As in Theorem 5.1, we seek the solutions of the FIE (5.8) in the space E = BC (R+,R).

Define the closed bounded set S =B(x0,r ), where r =‖x0‖+L+F0+V and define the operator

Q on S into itself by (5.10). Then proceeding as in the Step IV of the proof of Theorem 5.1 it

can be proved that Q is a nonlinear D-set-contraction with respect to the characteristic value

ω0 with D-function ψ(r ) = Lr
K+r , i.e., the inequality (5.18) holds on E .
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Next, we show that Q is nonlinear D-set-contraction with respect to the characteristic

value δa . Let X be a bounded chain in E . Now, taking into account our assumptions, for

arbitrarily fixed t ∈R+ and for x ∈ X with x ≥ c , we deduce the following estimate:

|(Qx)(t )−c | ≤ | f (t , x(α1(t )), x(α2(t )))− f (t ,c ,c)|+a(t )

∫β(t )

0
b(s)d s

≤
L max{|x(α1(t ))−c |, |x(α2(t ))−c |}

K +max{|x(α1(t ))−c |, |x(α2(t ))−c |}
+v(t ).

From the above inequality it follows that

|Q X (t )−c | ≤
L max{|X (α1(t ))−c |, |X (α2(t ))−c |}

K +max{|X (α1(t ))−c |, |X (α2(t ))−c |}
+v(t )

for each t ∈R+. Therefore, taking limit superior over t →∞, we obtain

δb (Q X )= limsup
t→∞

|Q(X (t ))−c |

≤
L max{limsupt→∞ |X (α1(t ))−c |, limsupt→∞ |X (α2(t ))−c |}

K +max{limsupt→∞ |X (α1(t ))−c |, limsupt→∞ |X (α2(t ))−c |}

≤
L limsupt→∞ |X (t )−c |

K + limsupt→∞ |X (t )−c |

=
Lδb(X )

K +δb (X )
. (5.20)

Further, using the measure of noncompactness µ
p

b
defined by the formula (5.3) and keep-

ing in mind the estimates (5.18) and (5.20), we obtain

µ
p

b
(Q X ) =max

{

ω0(Q X ) , δb (Q X )
}

≤max

{

L ω0(X )

K +ω0(X )
,

Lδb (X )

K +δb (X )

}

≤
L max

{

ω0(X ) , δb(X )
}

K +max
{

ω0(X ) , δb (X )
} .

=
Lµ

p

b
(X )

K +µ
p

b
(X )

for all chains X in S. Since L ≤K , the operator Q is a partially nonlinear D-set-contraction on

S with D-function ψ(r ) =
Lr

K + r
. This shows that Q is a partially nonlinear k-set-contraction

on S with k = L < 1. Again, by hypothesis (H5), there exists an element x0 = u ∈ S such that

x0 ≤ Qx0, that is, x0 is a lower solution of the FIE (5.8) defined on R+. The rest of the proof

is similar to Theorem 5.1 and now we conclude from Remark 3.3 that the set F (Q) belongs
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to the family ker µ
p

b
. Now, taking into account the description of sets belonging to ker µ

p

b

(given in Section 2) we deduce that the equation (5.8) has a solution x∗ and the sequence

{xn} of successive iterations defined by (5.9) converges monotonically to x∗. Moreover, all

comparable solutions of the equation (5.8) are uniformly locally ultimately asymptotically

stable to the line x(t )= c on R+. This completes the proof. �

If c = 0 in hypothesis (H7), we obtain the following existence result concerning the asymp-

totic stability of the comparable solutions defined on R+.

Theorem 5.3. Assume that the hypotheses (H1) through (H7) hold with c = 0. Then the func-

tional FIE (5.8) has at least one solution x∗ in the space BC (R+,R) and the sequence {xn} of

successive approximations defined by (5.9) converges monotonically to x∗. Moreover, the com-

parable solutions of the equation (5.8) are uniformly globally ultimately asymptotically stable

to 0 defined on R+.

Remark 5.2. We remark that if a nonlinear hybrid integral equation (5.8) has more than one

lower solution, then it may have a number of comparable lower solutions. Furthermore, the

order relation ≤ in C (R+,R) is same as the order relation induced by the order cone

K =
{

x ∈C (R+,R) | x(t )≥ 0 for all t ∈R+

}

in C (R+,R). Hence, the integral equation (5.8) has a number of comparable solutions defined

on R+. As a result, under the given conditions of Theorem 5.1 all the comparable solutions

of the nonlinear functional integral equation (5.8) are uniformly globally ultimately attractive

on R+

Remark 5.3. The conclusion of Theorems 5.1, 5.2 and 5.3 remains true if we replace the hy-

pothesis (H5) with the following one:

(H′
5) There exists an element u ∈C (R+,R) such that

u(t )≥ f (t ,u(α(t )))+

∫β(t ))

t0

g (t , s,u(γ(s)))d s

for all t ∈R+.

The proof under this new hypothesis is similar to Theorem 5.1 and 5.2 and now, the desired

conclusion follows by an application of Theorem 3.2.

Remark 5.4. The conclusion of Theorems 5.1 and 5.2 also remains true if we replace the hy-

pothesis (H3) with the following one:

(H′
3) There exists a continuous and nondecreasing function φ : R+ →R+ such that

0 ≤ f (t , x)− f (t , y)≤φ(x − y)

for all t ∈R+ and x, y ∈R, x ≥ y , where φ(r ) < r for r > 0.
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In the following we give a numerical example to illustrate the abstract theory developed

in this paper.

Example 5.1. Consider the linearly perturbed nonlinear hybrid fractional integral equation,

x(t )= tan−1 x(2t )+

∫3t

0

1

t 2 +1
g (s, x(s/2))d s (5.21)

for all t ∈R+, where g : R+×R→R is a function defined by

g (t , x)=







1, if x ≤ 0,

1+
x

x +1
, if x > 0.

We shall show that all the hypotheses of Theorem 3.1 are satisfied by the functions in-

volved in FIE 5.21. Here, α(t ) = 2t , β(t ) = 3t and γ(t ) = t /2 and so, α, β, γ are continu-

ous on R+ into itself and α(t ) ≥ t for all t ∈ R+. Thus, hypothesis (H0) is satisfied. Again,

f (t , x) = tan−1 x so that f (t , x) is nondecreasing in x for each t ∈ R+ and continuous on

R+ ×R. Also f is bounded on R+ ×R by the constant π/2. The function g (t , s, x) is given

by g (t , s, x)=
1

t 2 +1
g (s, x). Next, g (t , s, x) is defines a continuous function on R+×R+×R and

nondecreasing function in x for each t , s ∈R+ and so (H4) holds. Moreover, f (t ,0) = 0. So the

hypotheses (H1), (H2), (H4) and (H5) are held.

Now, we show that f is partially Lipschitz on R+×R. Let x, y ∈R with x ≥ y . Then,

0 ≤ f (t , x)− f (t , y)= tan−1 x − tan−1 y =
1

1+ξ2
(x − y)

for all y < ξ < x, and so hypothesis (H′
3) is satisfied with the function φ defined by φ(r ) =

r

1+ξ2
, 0 < ξ< r .

Furthermore, |g (s, x)| ≤ 2 for all s ∈R+ and x ∈R. Therefore, we have

v(t )=

∫3t

0

1

t 2 +1
·2d s =

6t

t 2 +1
.

Therefore,

lim
t→∞

v(t )= lim
t→∞

6t

t 2 +1
= 0.

Finally, it is easy to prove that u ≡ 0 is a lower solution of the FIE (5.21) defined on R+ and

hence the hypothesis (H6) is held. Thus all the conditions of Theorem 5.1 are satisfied and by

a direct application, we conclude that the FIE (5.21) has a solution x∗ and the sequence {xn}

defined by

xn+1(t )= tan−1 xn(2t )+

∫3t

0

1

t 2 +1
g (s, xn(s/2))d s, t ∈R+,
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converges monotonically to x∗, where x0 = 0. Moreover, the comparable solutions of the FIE

(5.21) are uniformly globally asymptotically ultimately attractive and stable to 0 defined on

R+.

Remark 5.5. In this paper we have been able to weaken the Lipschitz condition to nonlin-

ear one-sided or partial Lipschitz condition which otherwise is considered to be a very strong

condition in the existence theory for nonlinear differential and integral equations. However,

in this case we needed an additional assumption of monotonicity on the nonlinearities in-

volved in the considered integral equation in order to guarantee the required characterization

of attractivity of the comparable solutions defined on the unbounded intervals of real line.

Remark 5.6. The existence theorems proved in Section 5 may be extended with appropriate

modifications to the generalized nonlinear hybrid functional integral equation

x(t ) = f (t , x(α1(t )), . . . , x(αn (t )))+

∫β(t )

0
g (t , s, x(γ1(s)), . . . ,γn(s)))d s (5.22)

for all t ∈R+, whereαi ,β,γi : R+ →R+, i = 1,2, . . . ,n, f : R+×R
n →R, and g : R+×R+×R

n →R

are continuous functions.

6. Conclusion

Observe that the fixed point theorems of this paper may be applied to nonlinear hybrid

fractional integral equations for proving the existence results, however unlike existence the-

orem for nonlinear hybrid integral equations discussed in Dhage [8] we do not require the

assumption that E to be a lattice. Again the continuity of the functions f (t , x) and g (t , s, x) in

the variable x means that they are partially continuous on R since R is a totally ordered set,

and therefore, the corresponding operators defined in the proof of above theorem are par-

tially continuous on the domains of their definition which is contrary to the case considered

in Banas and Dhage [3] and Banas and Rzepka [4]. Moreover, we have proved the existence

and attractivity of comparable solutions under weak one sided or partial Lipschitz condition,

however, in this case we assumed the nonlinearities in question are monotonic in unknown

variable together with the existence of a lower solution of the considered nonlinear integral

equations. The advantage of the present approach over previous ones is that we have been

able to develop an algorithm for the solutions of the considered integral equations which oth-

erwise is not possible via classical approach of measure of noncompactness treated in Banas

and Goebel [2]. Another interesting feature of our work is that we generally need the unique-

ness of the solution for predicting the behavior of the dynamic systems related to the con-

sidered nonlinear fractional integral equation, however with the present approach it possible

for us to discuss the qualitative behavior of the systems even though there exist a number of
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solutions of the dynamic system in question. Finally, while concluding this paper, we men-

tion that the above existence theorem may be proved by using Theorem 4.2 under weaker

Carathéodory condition than continuity of the nonlinearities with appropriate modifications

and some of the results in above mentioned direction will be reported elsewhere.
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