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INVERSE PROBLEMS FOR THE DIFFERENTIAL OPERATOR
ON THE GRAPH WITH A CYCLE WITH DIFFERENT

ORDERS ON DIFFERENT EDGES

NATALIA BONDARENKO

Abstract. We consider a variable order differential operator on a graph with a cycle. We
study inverse spectral problems for this operator by the system of spectra. Uniqueness
theorems are proved, and constructive algorithms are obtained for the solution of the
inverse problems.

1. Introduction

Differential operators on geometrical graphs (networks) play a fundamental role in many

problems in science and engineering. Main results for second-order operators on graphs and

their applications are described in [1, 2, 3, 4, 5, 6, 7]. In this paper, we focus our attention on

inverse spectral problems that consist in recovering the coefficients of differential operators

on graphs by their spectral characteristics. Thus we assume that the structure of the graph,

boundary and matching conditions in the vertices are known a priori.

Although the inverse spectral theory for second-order differential operators has been de-

veloped fairly completely, there are only a few works for higher-order operators [8]. In paper

[9], V.A. Yurko started to study inverse problems for various order differential operators, i.e.

when the orders of differential equations are different on different edges of the graph. Papers

[10, 11] describe some mechanical models with variable order differential operators.

In work [9], an inverse problem is solved on a star-type graph. Now we plan to investigate

inverse problems for a variable order operator on a graph with a cycle. We use the system

of spectra, corresponding to different boundary and matching conditions, for recovering the

potential of the differential operator. Our problem statement is a natural generalization of the

classical inverse Sturm-Liouville problem on a finite interval by two spectra (see monographs

[13, 12]).
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Let us come to the formulation of the problem. Consider a compact graph G with the

vertices V = {v0, . . . , vm} and the edges E = {e0, . . . ,em}, where e j = [v j , v0], j = 1,m, and e0 is a

cycle containing only the vertex v0. Thus v j , j = 1,m, are boundary vertices and v0 is the only

internal vertex (see Figure 1). For each edge e j ∈ E , we introduce the parameter x j ∈ [0,1] in

such a way, that for j = 1,m, the end x j = 0 corresponds to the vertex v j , and the end x j = 1

corresponds to v0. For j = 0, both ends correspond to the vertex v0.

Figure 1:

Fix the integers 2 = n0 ≤ n1 ≤ ·· · ≤ nm . Consider the following differential equations of

variable orders:

y
(n j )
j +

n j−2∑
µ=0

qµ j (x j )y (µ)
j (x j ) =λy j (x j ), j = 0,m, (1.1)

where qµ j ∈ L[0,1]. We call the collection q := {qµ j } j=0,m,µ=0,n j−2 the potential on the graph

G .

Now we are going to introduce matching conditions in the internal vertex v0, that gener-

alize Kirchhoff’s matching conditions for Sturm-Liouville operators on graphs [7] and match-

ing conditions for higher-order differential operators [8]. Consider the linear forms

U jν(y j ) =
ν∑

µ=0
γ jνµy (µ)

j (1), γ jν := γ jνν ̸= 0, j = 1,m, ν= 0,n j −1,

U0ν(y0) = y (ν)
0 (1), ν= 0,1,

where γ jνµ are some complex numbers. Define the continuity condition Cont(ν) and the

Kirchhoff’s condition Kirch(ν) of the ν-th order:

Cont(ν) :

{
Umν(ym) =U jν(y j ), j = 0,m −1: ν< n j −1,

y0(0) =U0ν(y0), ifν= 0;
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Kirch(ν) :
∑

j : ν<n j

U jν(y j ) = δ1νy ′
0(0).

Here and below δ j k is the Kronecker delta.

Fix an edge number s = 1,m and orders k = 1,ns −1, µ = k,ns . Let Λskµ = {λl skµ}l≥1 be

the spectrum of the boundary value problem Lskµ for the system (1.1) under the boundary

conditions 
y (ν−1)

s (0) = 0, ν= 1,k −1,µ,

y (ν−1)
j (0) = 0, ν= 1,n j −k, j = 1,m\s : n j > k,

y j (0) = 0, j = 1,m : n j ≤ k,

(1.2)

and the matching conditions Cont(ν), ν= 0,k −1, Kirch(ν), ν= k,ns −1, in the vertex v0. Note

that the total number of the boundary conditions and the matching conditions equals
m∑

j=0
n j ,

i.e. the sum of the orders on the edges. In Section 3 we discuss the question of regularity for

these conditions.

We will use the spectra {Λskµ} for recovering of the potential {qµ j }, but this information

is insufficient, and we need additional data related to the cycle. Let S0(x0,λ) and C0(x0,λ)

be the solutions of the differential equation (1.1) on the edge e0 (n0 = 2), satisfying the initial

conditions

S0(0,λ) =C ′
0(0,λ) = 0, S′

0(0,λ) =C0(0,λ) = 1.

Denote

h(λ) := S0(1,λ), H(λ) :=C0(1,λ)−S′
0(1,λ), d(λ) :=C0(1,λ)+S′

0(1,λ). (1.3)

Note that the functions h(λ), H(λ) and d(λ) are entire in λ of order 1/2. Let {νn}n≥1 be the ze-

ros of h(λ), and ωn := sign H(νn). Here we assume for the sake of simplicity, that the potential

q00(x0) is real-valued. For the non-self-adjoint case, one can use the approach described in

[14].

Inverse problem 1. Given the spectra Λskµ, s = 1,m, k = 1,ns −1, µ = k,ns , and the signs

Ω := {ωn}n≥1, construct the potentials qµ j , j = 0,m, µ= 0,n j −2.

We will prove the unique solvability of Inverse problem 1 and develop a constructive pro-

cedure for its solution. Our approach is based on the method of spectral mappings [13, 15]

and some ideas of paper [16] concerning an inverse problem for Sturm-Liouville operator

on a graph with a cycle. Our general strategy is to solve auxiliary inverse problems on the

boundary edges. These problems are not local problems on intervals, since they use informa-

tion from the whole graph, but they are close to local problems by their properties. Then the
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problem is reduced to the well-studied Sturm-Liouville periodic inverse problem for the cycle

[18, 17, 16].

One can avoid the use of the additional data Ω by variation of a parameter in matching

conditions. Introduce the following condition

Cont(0,α) : Um0(ym) =U j 0(y j ), j = 0,m −1, αy0(0) = y0(1),

depending on the complex parameter α ̸= 0. Let m > 1. The case m = 1 requires minor modi-

fications. Fix an edge number s = 1,m and orders k = 1,ns −1, µ= k,ns . Let Λα
skµ be the spec-

trum of the boundary value problem Lα
skµ for the system (1.1) under the boundary conditions

(1.2) and the matching conditions Cont(0,αs), Cont(ν), ν = 1,k −1, Kirch(ν), ν = k,ns −1.

Here αs , s = 1,m, are some nonzero numbers, not all equal to each other. We assume that the

conditions are regular.

Inverse problem 2. Given the spectra Λα
skµ, s = 1,m, k = 1,ns −1, µ = k,ns , construct the

potential q on the graph G.

We show that Inverse Problem 2 is uniquely solvable, and can be solved by a method,

analogous to the solution of Inverse Problem 1.

The paper is organized as follows. In Section 2, we introduce so-called Weyl-type matri-

ces for each of the boundary edges and show how to construct them by the given spectra. In

Section 3, we study asymptotics of special solutions of system (1.1). In Section 4, we discuss

auxiliary inverse problems on the boundary edges and on the cycle. In Section 5, we arrive at

the main results of our paper for Inverse Problem 1. Inverse Problem 2 is studied in Section 6.

We also provide Appendix with an example.

2. Weyl-type solutions and Weyl-type matrices

In this section, we introduce some special solutions of system (1.1) and study their struc-

tural and analytical properties.

Fix j = 0,m. Let {Ck j (x j ,λ)}k=1,n j
be a fundamental system of solutions of equation (1.1)

on the edge e j under initial conditions C (µ−1)
k j (0,λ) = δkµ, k,µ= 1,n j . For each fixed x j ∈ [0,1],

the functions C (µ−1)
k j (x j ,λ) are entire in λ-plane of order 1/n j . We also have

det
[
C (µ−1)

k j (x j ,λ)
]

k,µ
≡ 1, j = 0,m. (2.1)

Fix s = 1,m and k = 1,ns −1. Let Ψsk = {ψsk j } j=1,m be the solutions of system (1.1) satis-
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fying the conditions
ψ(ν−1)

sks (0) = δkν, ν= 1,k,

ψ
(ξ−1)
sk j (0) = 0, ξ= 1,n j −k, j = 1,m\s : k < n j ,

ψsk j (0) = 0, j = 1,m : k ≥ n j ,

(2.2)

Cont(ν), ν= 0,k −1, Kirch(ν), ν= k,ns −1. (2.3)

The vector-function Ψsk is called the Weyl-type solution of order k for the boundary ver-

tex vs . Additionally define ψsn j s(xs ,λ) =Cn j s(xs ,λ), s = 1,m.

Let Mskµ(λ) :=ψ
(µ−1)
sks (0,λ). For each fixed s = 1,m, the matrix Ms(λ) := [Mskµ(λ)]ns

k,µ=1 is

called the Weyl-type matrix with respect to the boundary vertex vs . The notion of the Weyl-

type matrices is a generalization of the notion of the Weyl function (m-function) for the clas-

sical Sturm-Liouville operator (see [19, 13]) and the notion of Weyl matrices for higher-order

differential operators (see [8, 9, 15]).

It follows from (2.2), that Mskµ(λ) = δkµ for k ≥µ. Moreover,

ψsks(xs ,λ) =Cks(xs ,λ)+
ns∑

µ=k+1
Mskµ(λ)Cµs(xs ,λ), s = 1,m, k = 1,ns . (2.4)

Now we plan to study the connection between the Weyl-type matrices, the spectra Λskµ

and the functions, defined in (1.3). For this purpose, one can easily expand the functions

ψsk j (x j ,λ) by the fundamental systems Cµ j (x j ,λ) and substitute these expansions into the

matching conditions (2.3). Solving the resulting linear system Esk , one gets for s = 1,m, 1 ≤
k <µ≤ ns :

Mskµ(λ) =−∆skµ(λ)

∆skk (λ)
. (2.5)

Here ∆skµ(λ), k ≤ µ, is he characteristic function for the boundary value problem Lskµ, and

its zeros coincide with the eigenvalues Λskµ. The functions ∆skµ are entire in λ and, conse-

quently, Mskµ(λ) are meromorphic in λ. Similarly to [9], one can easily prove the following

fact.

Lemma 1. Each characteristic function ∆skµ(λ) can be determined uniquely by its zeros Λskµ =
{λl skµ}l≥1.

Furthermore, analysing the structure of determinants in the systems Esk (see the example

in Appendix for clarity), we obtain the relations

∆skµ(λ) = (
d(λ)−2

)
Fsµ(λ)+h(λ)Gsµ(λ), k = 1, (2.6)

∆skµ(λ) = h(λ)Gskµ(λ), k > 1, (2.7)

where Fsµ(λ), Gsµ(λ), Gskµ(λ) are some combinations of C (ν)
l j (1,λ). We will use formulas (2.6),

(2.7) to find the data, associated with the cycle, from the characteristic determinants ∆skµ(λ).
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3. Asymptotic behavior of the Weyl-type solution

Fix j = 0,m. Let λ= ρ
n j

j . The ρ-plane can be partitioned into sectors of angle
π

n j
:

Sν j =
{

argρ j ∈
(νπ

n j
,

(ν+1)π

n j

)}
, ν= 0,2n j −1.

Let us fix one of them and call it simply S j . Then the roots R1 j , R2 j , . . . , Rn j j of the equation

Rn j −1 = 0 can be numbered in such a way that

Re(ρ j R1 j ) < Re(ρ j R2 j ) < ·· · < Re(ρ j Rn j j ), ρ j ∈ S j . (3.1)

Denote

Ω0 j := 1, Ωk j := det
[

Rν−1
ξ j

]k

ξ,ν=1
, ωk j := Ωk−1, j

Ωk j
, j = 0,m, k = 1,n j ,

[1] j := 1+O(ρ−1
j ), |ρ j |→∞.

The following Lemma has been proved in [9]:

Lemma 2. Fix j = 0,m and a sector S j with property (3.1). Let k = 1,n j −1 and let y j (x j ,λ)

and z j (x j ,λ) be solutions of equation (1.1) on the edge e j under the initial conditions

y j (0) = y ′
j (0) = ·· · = y (k−1)

j (0) = 0,

z j (0) = z ′
j (0) = ·· · = z(k−2)

j (0) = 0, z(k−1)
j (0) = 1.

Then for x j ∈ (0,T j ], ν= 0,n j −1, ρ j ∈ S j , |ρ j |→∞,

y (ν)
j (x j ,λ) =

n j∑
µ=k+1

Aµ j (ρ j )(ρ j Rµ j )ν exp(ρ j Rµ j x j )[1] j ,

z(ν)
j (x j ,λ) = ωk j

ρk−1
j

(ρ j Rk j )ν exp(ρ j Rk j x j )[1] j +
n j∑

µ=k+1
Bµ j (ρ j )(ρ j Rµ j )ν exp(ρ j Rµ j x j )[1] j ,

where the coefficients Aµ j (ρ j ), Bµ j (ρ j ) do not depend on x j . Here and below we assume that

argρ j = const, as |ρ j |→∞.

Now we are going to apply Lemma 2 to the Weyl-type solution, in order to study its

asymptotic behavior. Fix an edge s = 1,m and an order k = 1,ns −1. For brevity, further we

omit the indices s, k it they are fixed, ψ j (x j ,λ) :=ψsk j (x j ,λ). Fix a ray {λ : argλ= θ}, θ ̸= 0,π,

which belongs to some sectors S j with property (3.1) for each j = 0,m. It follows from (2.2)

and Lemma 2 that

ψ(ν)
s (xs ,λ) = ωks

ρk−1
s

(ρsRks)ν exp(ρsRks xs)[1]s
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+
ns∑

µ=k+1
Aµs(ρs)(ρsRµs)ν exp(ρsRµs xs)[1]s , ν=0,ns −1,

ψ(ν)
j (x j ,λ) =

n j∑
µ=max(n j−k,1)+1

Aµ j (ρ j )(ρ j Rµ j )ν exp(ρ j Rµ j x j )[1] j , j = 1,m\s, ν= 0,ns −1,

ψ(ν)
0 (x0,λ) =

2∑
µ=1

Aµ0(ρ0)(ρ0Rµ0)ν exp(ρ0Rµ0x0)[1]0, ν= 0,1.

Substitution of these representations into the matching conditions (2.3) gives a linear system

Dsk with respect to the coefficients Aµ j (ρ j ). Since each Aµ j (ρ j ) in this system is multiplied by

the corresponding exponent exp(ρ j Rµ j ) and [1] j = 1+o(λ), |λ| →∞, we obtain the following

asymptotics for the determinant of Dsk :

dsk (λ) = d 0
skλ

νsk exp(Psk (λ))(1+o(λ)), |λ|→∞, (3.2)

where

Psk (λ) = ρs

(
ns∑

µ=k+1
Rµs

)
+ ∑

j=1,m\s
k<n j

ρ j

(
n j∑

µ=max(n j−k,1)+1
Rµ j

)
,

and νsk is a rational power of λ. In order to have the main term of the asymptotics (3.2)

distinct from zero, we impose the requirement

d 0
sk ̸= 0, s = 1,m, k = 1,ns −1. (3.3)

The matching conditions (2.3), satisfying (3.3), are called regular.

One can easily show that the determinant ∆skµ(λ) asymptotically equals

d 0
sk (ρsRks)µλνsk exp(Psk (λ))

up to a nonzero constant (under the current assumptions on λ). Consequently, if the match-

ing conditions are regular, then ∆skµ(λ) ̸≡ 0. Hence the boundary value problems Lskµ have

only discrete spectra.

Solving the system Dsk by the Cramer’s rule, we obtain, in particular

Aµs(ρs) =O(ρ1−k
s exp(ρs(Rks −Rµs)), µ= k +1,ns ,

and finally arrive at the following assertion.

Lemma 3. Fix s = 1,m and a sector Ss with property (3.1). For xs ∈ (0,Ts), ν= 0,ns −1, k = 1,ns ,

the following asymptotic formula holds

ψ(ν)
sks(xs ,λ) = ωks

ρk−1
s

(ρsRks)ν exp(ρsRks xs)[1]s , ρs ∈ Ss , |ρs |→∞.
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4. Auxiliary inverse problems

In this section we consider auxiliary inverse problems of recovering the differential op-

erator on each fixed edge. We start from the boundary edges. Fix s = 1,m and consider the

following inverse problems of the edge es .

IP(s). Given the Weyl-type matrix Ms , construct the potential qs := {qµs}ns−2
µ=0 on the edge es .

In IP(s) we construct the potential on the single edge es , but the Weyl-type matrix Ms

brings global information from the whole graph. In other words, IP(s) is not a local inverse

problem related only to the edge es .

Let us prove the uniqueness theorem for the solution of IP(s). For this purpose together

with q we consider a potential q̃ . Everywhere below if a symbol α denotes an object related

to q then α̃ will denote the analogous object related to q̃ .

Theorem 1. Fix s = 1,m. If Ms = M̃s , then qs = q̃s . Thus, the specification of the Weyl-type

matrix Ms uniquely determines the potential qs on the edge es .

Proof. Denote ψs(xs ,λ) := [ψ(ν−1)
sks (xs ,λ)]ns

k,ν=1, Cs(xs ,λ) := [C (ν−1)
ks (xs ,λ)]ns

k,ν=1. Then by (2.4)

we get

ψs(xs ,λ) =Cs(xs ,λ)M T
s (λ), (4.1)

where T is the sign for the trasposition. Define the matrix P s(xs ,λ) = [P s j k (xs ,λ)]ns

j ,k=1 by the

formula

P s(xs ,λ) =ψs(xs ,λ)(ψ̃s(xs ,λ))−1.

Applying Lemma 3, we get

P s1k (xs ,λ)−δ1k =O(ρ−1
s ), k = 1,ns , xs ∈ (0,1), argλ ̸= 0,π, |λ|→∞. (4.2)

Transform the matrix P s(xs ,λ), using (4.1) and Ms = M̃s :

P s(xs ,λ) =Cs(xs ,λ)(C̃s(xs ,λ))−1.

Taking (2.1) into account, we conclude that for each fixed xs , the matrix-valued function

P s(xs ,λ) is an entire analytic function in λ of order 1/ns . Together with (4.2), this yields

P s11(xs ,λ) ≡ 1, P s1k (xs ,λ) ≡ 0, k = 2,ns . Consequently, ψsks(xs ,λ) ≡ ψ̃sks(xs ,λ) and qs = q̃s .

���

Using the method of spectral mappings, one can get a constructive procedure for the

solution of IP(s). It can be obtained by the same arguments as for n-th order differential op-

erators on a finite interval (see [15, Ch. 2] for detais).
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For the Sturm-Liouville operator on the cycle e0, we consider the following auxiliary in-

verse problem.

IP(0). Given d(λ), h(λ) and Ω, construct q00(x0).

This inverse problem was studied in [18, 17] and other papers. In fact, one can easily

construct Dirichlet spectral data {νn ,αn}n≥1 by the data {d(λ),h(λ),Ω}, and reduce IP(0) to

the classical Sturm-Liouville problem [12, 19, 20, 13]. Thus, IP(0) has a unique solution which

can be found by the following algorithm.

Algorithm 1. ([16]) Given d(λ), h(λ) and Ω.

1. Find the zeros of h(λ), {νn}n≥1.

2. Calculate H(νn) :=ωn

√
d 2(νn)−4.

3. Find S′
0(1,νn) := (d(νn)−H(νn))/2.

4. Calculate αn := ḣ(νn)S′
0(T0,νn), ḣ(λ) := dh(λ)

dλ
.

5. Construct q00 from the given spectral data {νn ,αn}n≥1 by solving the classical Sturm-

Liouville problem.

5. Solution of Inverse Problem 1

Now we are ready to present a constructive procedure for the solution of Inverse Prob-

lem 1.

Algorithm 2. Given the spectra Λskµ, s = 1,m, k = 1,ns −1, µ= k,ns , and the signs Ω.

1. Construct the characteristic functions ∆skµ(λ) by their zeros Λskµ.

2. Find the Weyl-type matrices Ms(λ), s = 1,m, via (2.5).

3. For each s = 1,m, solve the inverse problem IP(s) and find the potential qs on the edge es .

4. Construct the solutions Cks(xs ,λ), s = 1,m, k = 1,ns .

5. Find h(λ), d(λ) from (2.6), (2.7).

6. Solve IP(0) by d(λ), h(λ) and Ω, using Algorithm 1, and and construct the potential on the

cycle e0.

On step 5, we assume that there exist at least one edge with the order ns > 2. The case

of all ns = 2 was considered in [16]. Then h(λ) can be easily determined from (2.7), and then

d(λ) from (2.6).
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Remark. Note that there are often considered inverse problems by the Weyl functions and

their generalizations. But in the present case, the functions d(λ) − 2 and h(λ) can not be

uniquely recovered from the Weyl matrices Ms , if these functions have common zeros.

Theorem 1 together with the uniqueness of the solution for IP(0) yields the following

result.

Theorem 2. The spectra Λskµ, k = 1,ns −1, µ= k,ns , and the signs Ω determine the potential

q on the graph G uniquely.

6. Solution of Inverse Problem 2

Consider Inverse Problem 2 by the system of spectra {Λα
skµ}. Introduce the Weyl-type so-

lutions Ψα
sk = {ψα

sk j } j=1,m , s = 1,m, k = 1,ns −1, satisfying the boundary conditions (1.2) and

the matching conditions Cont(0,αs), Cont(ν), ν = 1,k −1, Kirch(ν), ν = k,ns −1. Define the

Weyl-type matrices Mα
s (λ) = [Mα

skµ(λ)]ns

k,m=1, s = 1,m, similarly to Ms(λ). One can investigate

the asymptotic behavoir of the Weyl-type solutions and the regularity of the boundary condi-

tions analogously to Inverse Problem 1. In can be shown, that the characteristic functions of

the boundary value problems Lα
skµ have the form∆α

skµ(λ) = dαs (λ)Fsµ(λ)+h(λ)Gsµ(λ), k = 1,

∆α
skµ(λ) = h(λ)Gskµ(λ), k > 1,

(6.1)

where h(λ) = S0(1,λ), dαs (λ) =C0(1,λ)+αsS′
0(1,λ)−αs −1, and the functions Fsµ(λ), Gsµ(λ),

Gskµ(λ) depends only on the potentials qµs on the boundary edges es , s = 1,m (see the ex-

ample in Appendix). Having the functions dαs for at least two different values αs , one can

easily find S′
0(1,λ). It remains to solve the classical inverse problem by two spectra (zeros of

the characteristic functions S0(1,λ) and S′
0(1,λ)), and find the potential q00 on the cycle e0.

Finally, we arrive at the following algorithm for the solution of Inverse Problem 2.

Algorithm 3. Given the spectra Λα
skµ, s = 1,m, k = 1,ns −1, µ= k,ns .

1. Construct the characteristic functions ∆α
skµ(λ) by their zeros Λα

skµ.

2. Find the Weyl-type matrices: Mα
skµ(λ) =−

∆α
skµ(λ)

∆α
skk (λ)

.

3. For each s = 1,m, solve the inverse problem IP(s) by Mα
s and find the potential qs on the

edge es .

4. Construct the solutions Cks(xs ,λ), s = 1,m, k = 1,ns .

5. Find h(λ), dαs (λ) from (6.1).
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6. Find S′
0(1,λ) from two different dαs (λ), find the sequences Λ0 and Λ1 of zeros of the func-

tions S0(1,λ) and S′
0(1,λ), respectively.

7. Solve the inverse problem by two spectra Λ0 and Λ1 (see [12, 13]) on the cycle e0.

Remark 1. If m = 1 and n1 > 2, the similar results can be obtained for the boundary value

problems for the system (1.1) under conditions (1.2), (2.3) with Cont(0,αk ) instead Cont(0),

where the collection {αk }n1

k=1 contains at least two distinct values.
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Appendix. Example

In this section, we consider an example, that illustrates how the entries of the Weyl-type

matrices can be found from the linear system Esk (see Section 2) and shows the structure of

determinants. We also check the regularity of the matching conditions for the example.

Let s = 1,m and k = 1,ns −1 be fixed. For brevity, in this section we omit the indices s

and k, when they are fixed. So we write ψ j (x j ,λ) instead of ψsk j (x j ,λ). We substitute the

following expansions

ψ j (x j ,λ) =
n j∑
µ=1

Mµ

j (λ)Cµ j (x j ,λ), j = 1,m.

into the mathcing conditions (2.3) and obtain the coefficients Mµ

k (λ) from a linear system by

the Cramer’s rule: Mµ

k (λ) =−∆µ(λ)

∆0(λ)
.

Let m = 2, n1 = 3, n2 = 4.

Fix s = 1, k = 1. Then the boundary conditions (2.2) take the form:

ψ1(0,λ) = 1, ψ2(0,λ) =ψ′
2(0,λ) =ψ′′

2(0,λ) = 0.

Consequently,

ψ0(x0,λ) = M 1
0 (λ)C0(x0,λ)+M 2

0 (λ)S0(x0,λ),

ψ1(x1,λ) =C11(x1,λ)+M 2
1 (λ)C21(x1,λ)+M 3

1 (λ)C31(x1,λ),

ψ2(x,λ) = M 4
2 (λ)C42(x2,λ).
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Let U jν(ψ j ) =ψ(ν)
j (1,λ). Then we have the following matching conditions:

Cont(0) : ψ0(0,λ) =ψ0(1,λ) =ψ1(1,λ) =ψ2(1,λ) = 0,

Kirch(1) : ψ′
0(1,λ)+ψ′

1(1,λ)+ψ′
2(1,λ) =ψ′

0(0,λ),

Kirch(2) : ψ′′
1(1,λ)+ψ′′

2(1,λ) = 0,

which give the following system (we omit the arguments (1,λ) of Cµ j ):

−1+C0 S0 0 0 0

−1 0 C21 C31 0

C ′
0 −1+S′

0 C ′
21 C ′

31 C ′
42

0 0 C ′′
21 C ′′

31 C ′′
42

−1 0 0 0 C42





M 1
0

M 2
0

M 2
1

M 3
1

M 4
2

+



0

C11

C ′
11

C ′′
11

0

= 0.

Note that only the first two columns of the matrix depends on C0 and S0, i.e. on the potential

q00(x) on the cycle e0. The first two columns contain only two nonzero minors:∣∣∣∣∣−1+C0 S0

−1 0

∣∣∣∣∣= S0,

∣∣∣∣∣−1+C0 S0

C ′
0 −1+S′

0

∣∣∣∣∣= 2−C0 −S′
0 = 2−d(λ),

since C0S′
0 −C ′

0S0 = 1. So the determinant of the system equals

∆0(λ) =−(
d(λ)−2

) · ∣∣∣∣∣C21 C31

C ′′
21 C ′′

31

∣∣∣∣∣ ·C42 +h(λ) ·


∣∣∣∣∣C ′

21 C ′
31

C ′′
21 C ′′

31

∣∣∣∣∣C42 −

∣∣∣∣∣∣∣∣
C21 C31 0

C ′
21 C ′

31 C ′
42

C ′′
21 C ′′

31 C ′′
42

∣∣∣∣∣∣∣∣


and M k
1 (λ) = −∆k (λ)

∆0(λ)
, k = 2,3, where ∆k (λ) can be obtained from ∆0(λ) by change of Ck1

to C11.

For s = 1, k = 2 we have

ψ1(0,λ) = 0, ψ′
1(0,λ) = 1, ψ2(0,λ) =ψ′

2(0,λ) = 0,

ψ1(x1,λ) =C21(x1,λ)+M 3
1 (λ)C31(x1,λ),

ψ2(x2,λ) = M 3
2 (λ)C32(x2,λ)+M 4

2 (λ)C42(x2,λ).

Cont(0) : ψ0(0,λ) =ψ0(1,λ) =ψ1(1,λ) =ψ2(1,λ) = 0,

Cont(1) : ψ′
1(1,λ) =ψ′

2(1,λ) = 0,

Kirch(2) : ψ′′
1(1,λ)+ψ′′

2(1,λ) = 0.
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The determinant of the system is∣∣∣∣∣∣∣∣∣∣∣∣∣

−1+C0 S0 0 0 0

−1 0 C31 0 0

0 0 −C ′
31 C ′

32 C ′
42

0 0 C ′′
31 C ′′

32 C ′′
42

−1 0 0 C32 C42

∣∣∣∣∣∣∣∣∣∣∣∣∣
= h(λ)


∣∣∣∣∣∣∣∣
−C ′

31 C ′
32 C ′

42

C ′′
31 C ′′

32 C ′′
42

0 C32 C42

∣∣∣∣∣∣∣∣−C31

∣∣∣∣∣C ′
32 C ′

42

C ′′
32 C ′′

42

∣∣∣∣∣
 .

Thus, formulas (2.6), (2.7) are valid in this case. For the general graph, the determinants

have the similar structure.

Now let us take the condition Cont(0,α) instead of Cont(0). Then we have −α instead of

−1 in the first columns of the determinants. The dependence on the potential q00 is contained

in the following functions∣∣∣∣∣−α+C0 S0

−α 0

∣∣∣∣∣=αS0,

∣∣∣∣∣−α+C0 S0

C ′
0 −1+S′

0

∣∣∣∣∣= 1+α−C0 −αS′
0 =−dα(λ),

so the determinants have the form (6.1).

Furthermore, let us show, how to check the regularity of the matching conditions for our

example (with α = 1). Let s = 1, k = 1. Denote ρ = p
λ, σ = 3

p
λ, θ = 4

p
λ. Let R j , j = 1,3

and r j , j = 1,4 be the cube roots and the fourth roots from 1, respectively. Suppose they are

numbered according to (3.1) in some sector. Lemma 2 gives

ψ0(x0,λ) =A10(ρ)exp(−ρx0)[1]+ A20(ρ)exp(ρx0)[1],

ψ1(x0,λ) = 1

R1
exp(σR1x1)[1]+ A21(σ)exp(σR2x1)[1]+ A31(σ)exp(σR3x1)[1],

ψ2(x0,λ) =A42(θ)exp(θr4x2)[1],

where [1] = 1+o(λ), |λ|→∞ on some fixed ray.

Substitute these asymptotic formulas into the matching conditions. Cont(0) gives

A10(ρ)[1]+ A20(ρ)[1] = A10(ρ)exp(−ρ)+ A20(ρ)exp(ρ).

Suppose that on the considered ray Re(ρ) > 0. Then A10(ρ) = A20(ρ)exp(ρ)[1], so we have

already excluded one variable. Further,

Cont(0) : A10(ρ)[1] = 1

R1
exp(σR1)[1]+ A21(σ)exp(σR2)[1]+ A31(σ)exp(σR3)[1],

A10(ρ)[1] = A42(θ)exp(θr4)[1],

Kirch(1) : 2ρA10(ρ)[1]+ 1

R1
σR1 exp(σR1)[1]+ A21(σ)σR2 exp(σR2)[1]
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+ A31(σ)σR3 exp(σR3)[1]+ A42(θ)θr4 exp(θr4) = 0,

Kirch(2) :
1

R1
(σR1)2 exp(σR1)[1]+ A21(σ)(σR2)2 exp(σR2)[1]

+ A31(σ)(σR3)2 exp(σR3)[1]+ A42(θ)(θr4)2 exp(θr4)[1] = 0.

We have got a linear system with respect to the variables A10(ρ), A21(σ), A31(σ), A42(θ), with

the determinant

dsk (λ) =

∣∣∣∣∣∣∣∣∣∣
−1 1 1 0

−1 0 0 1

2ρ σR2 σR3 θr4

0 (σR2)2 (σR3)2 (θr4)2

∣∣∣∣∣∣∣∣∣∣
exp(σ(R2 +R3)+θr4)[1] = 2ρσ2(R2

2 −R2
3)[1] ̸= 0.

We have used that θ = o(σ), σ= o(ρ), as |λ|→∞. Thus, dsk (λ) ̸= 0 for sufficiently large |λ|. So

the relation (3.3) is proved for s = 1, k = 1.
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