TAMKANG JOURNAL OF MATHEMATICS
Volume 37, Number 1, 93-103, Spring 2006

A NOTE ON THE GENERALIZED NEUTRAL ORTHOGONAL
GROUP IN DIMENSION FOUR

RYAD GHANAM

Abstract. We study the main properties of the generalized neutral orthogonal group O(2,2)
and its Lie algebra o(2,2). We also give an explicit isomorphism between the Lie algebras

su(1,1) @ su(l,1) and o(2,2). We use this isomorphism to classify the subalgebras of o(2, 2).

1. Introduction

In this paper we study the generalized orthogonal group O(2,2) of a neutral metric
in dimension four. In Section 2 we state and prove several theorem regarding the group
0(2,2). In Section 3 we study the Lie algebra of the group O(2,2) which denoted by
0(2,2). We also show the relationship between the Lie algebras su(1,1) @ su(1,1) and
0(2,2) by constructing an explicit isomorphism between them. In Section 4 we use
that isomorphism to obtain a classification of the Lie algebras of 0(2,2). We use this
isomorphism to classify the subalgebras of 0(2,2).

As regards notation, elements of su(1,1) @ su(1,1) will be thought of as 2 x 2 block

diagonal matrices. We shall denote the matrices [ (1) (1) ] , [ (1) _OJ , [ (1) (1) } and

-10
of the identity in SO(2,1).

1
[ 0 ] by I, K, L, J, respectively. Also SO,(2,1) will denote the connected component

2. The generalized orthogonal group O(2, 2)

10 0 0 Uy
1
Let g be the inner product on R* of the form g = 8 0 01 8 Cfu= Z2
- 3
0 0 0 -1 Ug
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and v = 2 | are two vectors in R%, then g(u,v) is given by

g(u,v) = ulgu = uyv1 + ugvy — U3V3 — UsVy.
We define the following set €2:
Q= {f:R" = RYg(f(u), f(v)) = g(u,v)}.
This means that Q is the set of all linear transformations on R* that preserve length.

Theorem 2.1. If f is in Q, then f~', the inverse of f, is in .

Proof. Let f be in  such that A is the matrix representation of f. Then A~ is the
matrix representation of f~!, i.e

fHu) = A" (1)
for all u € R*. Since f is in © we have
g(u, U) - g(A(Ailu)a A(Ailv) = g(Ailuv Ailv)a (2)

and so f~!is in Q.

Theorem 2.2. If f and h are in €2, then f o g is in Q).

Proof. For any u and v in R*, we have the following:

g((f o h)(u), (f o h)(v)) = g(f(h(u)), f(h(v))) = g(h(u), h(v)) = g(u, v) (3)

Theorem 2.3. () is a group, where the group mutiplication is the composition of
functions.

Theorem 2.4. If f € Q and A is the matriz of f, then AgAt = g, where At is the
transpose of A.

Proof. Let f : R* — R?* be a linear transformation in €, then for any u € R*, we
have f(u) = Au, where A is the matrix representation of f. Now, for u # 0, we have the
following:

9(f(w), f(u)) = g(u,u) (4)

and so

(f(u)'gf(u) = u'gu. ()
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Now, we replace f(u) by Au to obtain:

(Au)'g(Au) = u'gu (6)
and so
utAlgAu = ulgu (7)
hence
u'(A'gA — g)u = 0. (8)
Since equation (8) is true for all non-zero vectors u, then we must have
AlgA —g =0, (9)
and so
AlgA =g. (10)

Let M4(R) be the set of all 4 x 4 matirces with real entries, we define the generalized
neutral orthogonal group O(2,2) to be

0(2,2) = {A € My(R)|A'gA = g}.

Theorem 2.5. If A € 0(2,2), then det(A) = +1.

Proof. Since AlgA = g, we take the the deteminant of both sides to obtain:

det(A'gA) = det(g) (11)
and so
det(A")det(g)det(A) = det(g) (12)
since det(At) = det(A), we have:
det(A)* =1 (13)
and so
det(A) = £1 (14)

Theorem 2.6. If A € 0(2,2), then A" € 0(2,2).
Proof. Since A*gA = g, then
(A'gA)~ =g~ (15)

and so
(gAY TAT =gt (16)

hence
(A lgtAT =gt (17)
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but since the inverse commutes with the transpose we have:
(A™)fg AT =gt (18)

1

since g = g~! = g', we have

(A (A7) =g (19)
We conclude that (A=)t € O(2,2), and so (A1) =1 = At € O(2,2).

Theorem 2.7. If a € C is an eigenvalue of A € O(2,2), then:
1. a#0
2. o~ is an eigenvalue of A, At and A™L.

Proof. If a € C* and since det(A) # 0, then « # 0. There exits a non-zero vector
v € R* such that

Av = aw (20)
and so
A Ay = A_l(av) (21)
hence
v=aAtv. (22)

We divide both sides of equation (22) by « to obtain
atv=A"tw. (23)

This proves that a~! is an eigenvalue of A~!. Now, we want to show that o~ ! is an
eigenvalue of A?. Since AgA?t = g, we have:

gAt = A"l (24)
and so
gAtg~t = A" (25)
hence
gAlgTle = A7y (26)
and so
gAlg7le = a1z (27)
and so
Alg7lz =g ta e (28)
hence

Al(g~le) = a (g ). (29)
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This proves that a~! is an eigenvalue of A°’.

Theorem 2.8. If a € C is an eigenvalue of A € O(2,2) and with a corresponding
non-null eigenvector, then |a| = 1.

Proof. Let 2 be the corresponding non-null eigenvector with g(z, z) # 0, then
g(w,x) = g(Az, Ax) = g(ax, ax) = aag(z,z) = lafg(z, z)

hence
la* =1 (30)

and so |a|=1.

3. The isomorphism between su(1,1) @ su(1l,1) and o(2,2)

Let g be an inner product on R* of the form g = diag(1,1,—1,—1). Then A € O(2,2)
if and only if ATgA = g where A7 is the transpose of A.

Theorem 3.1. M belongs to the Lie algebra o(2,2) if it satisfies gM + (gM)T = 0.

Proof. Let a: (a,b) — O(2,2) be a smooth curve in O(2,2) such that 0 € (a,b) and
a(0) = I, where [ is the 4 x 4 identity matrix. Then

(a(t)) ga(t) = g. (31)
Now, we differentiate both sides of equation (31) with respect to ¢ to obtain
((a(®)T) ga(t) + (a(t) " go (1) = 0. (32)
It is not difficult to show that the derivative commutes with the transpose, and so
((a(®))) " gal(t) + (a(t)" go’ () = 0. (33)

Taking ¢ = 0 and substituting a(0) = «(0)? = I imply

((@(0))) g + ga'(0) = 0. (34)
Let a(0)’ = M to obtain
M%g+gM =0. (35)
Hence
(gM)" + gM = 0. (36)

Lemma 3.1. A 2 x 2 matriz M belongs to the Lie algebra of SU(1,1) if and only if
gM is skew-Hermitian and trace M is zero, where g = diag(1, —1).
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Proof. Similar to the proof of Theorem 3.1.
We now define a map h: SU(1,1) — O(2,1)

ab Re(a? — %) Im(a® +b%) 2Im ab
[l_) (_J — | —Im(a® — b?) Re(a® +b%) 2Re ab
2Im ab 2Re ab  |a|? + |b|?

where a and b are in C with |a]? — |b|> = 1. A lengthy but routine calculation proves
that h is a homomorphism. If we choose iK,iJ and L as a basis for su(1,1), then the
map h induces a Lie algebra homomorphism

hy s su(l,1) — 0(2,1)

given by
i a-+bi 0 2z2b
{abi —xi } —2x 0 2a
2b 2a 0

One can easily verify that h, is an isomorphism.

Corollary 3.2. h is a covering map with kernel {+I5}. Hence
SU(1,1)/Za = SO,(2,1).
Using the adjoint representation we can find a simple Jordan normal form for a given

element M in o(2,1) and hence by applying (h,)~! a simple form for any element in
su(1,1). The eigenvalues of M € 0(2,1) are of the form:

1. A=0, A ==£a, a>0
2.0=0, A\==+pi, >0
3. A = 0 with multiplicity 3 (nilpotent).

The corresponding Jordan forms are

a 0 0 0 B 0 010
0O —a0]|, -0 0] ad |0 0 1],
0 0 0 0 00 0 00

respectively. Now let g be a 3 X 3 real symmetric matrix relative to which M is skew-
adjoint, i.e.,
gM + (gM)* = 0. (37)
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We reduce g to a simple form by means of a transformation that leaves the forms of M
given above invariant thereby obtaining simultaneous normal forms for g and M. In fact
we find that in all three cases g can be reduced to the form

100
g=101 0
0 0 —1
In su(1,1) the corresponding three forms for a Lie algebra element are «ilJ, 3iK and
1K + L, respectively, and the hermitian form can be brought into the form of the matrix
K. Now we consider the group O(2,2) with the inner product g of the form [{)2 OI } .
—12
We define a map f: SU(1,1) x SU(1,1) — SO,(2,2) by

(5 2]

where a,b,c and d are in C with |a|> — [b|> = 1 and |c|? — |d|*> = 1. Again, a long
computation verifies that f is a homomorphism with kernel {Iy x Iy, —Is x —I3} and
so f induces an isomorphism f, : su(1,1) ® su(l,1) — 0(2,2). An explicit form of f,
mapping generators to generators is as follows:

Re

d = Im
c Im

Re

3

ac +bd) —1
ac +bd) Re
ad+bc) Re
ad + be) —1I

(ac — bd) —Im(ad — bc) Re(ad + bc)

(
ac — bd) Re(ad —bc) Im(ad+ bc)
Z ( 2

(

—~

SR
ISHIe

ad —bc) Re(ac —bd) Im(ac+ bd
(ad — bc) —Im(ac — bd) Re(ac+ bd

~ o~~~
—~

3

p [0 [T 0 o0 _fJ0
“loo| [0 J “loik| [0 J
g0y _for pfo0]_fo K
“loo| |1 0] “loiJ] | K 0
pfLo)_fo v P
“loo| |-Jo] TloL]| |L o

4. Classification of the Subalgebras of o(2, 2)

To obtain the classification of the subalgebras of 0(2,2) we now have the apparently
simple task of finding subalgebras in su(1,1) @ su(1,1) and pushing forward with f..

Lemma 4.1. There is a two-dimensional Lie subalgebra denoted by A in su(l,1),
which is unique up to isomorphism.

Proof. Note that ¢J and iK + L generate a 2-dimensional Lie subalgebra, since
[iJ,iK + L] =2(iK + L).

As for uniqueness, if M and N generate a 2-dimensional Lie subalgebra, then we can put
M in canonical form, and so we discuss the following cases.
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Case 1. If M = iJ, we may assume N = aiK + GL, when «a, 5 € R. Now [M, N] =
201K + 2aL, and this has to be a constant multiple of V. It easily follows that a = £
and by change of basis we can reduce to o = 3. This is the subalgebra A.

Case 2. If M =iK, we may assume N = «iJ + 3L, where a, 3 € R, and so [M, N] =
203iJ — 2aL. This has to be a constant multiple of N, and so 23iJ — 2aL = c¢(aiJ + SL).
This easily leads to a contradiction.

Case 3. Similar to Case (2) starting from M =iK + L.

We obtained the classification by considering elements of su(1,1) ® su(1,1) as 2 x 2
block diagonal matrices and letting the restriction of a subalgebra to each block have
dimensions m and n, respectively . Of course the primary invariant of a subalgebra is its

. . . . .| K 0
dimension which can vary from zero to six. We note also that the matrix [ 0 I defines

. . -J 0 J 0 0 I 0 K
an automorphism of 0(2,2) which maps [ 0 J] to [ 0 J}’ [I 0 ] to [ K 0]

L
and [_OJ g } to [ 2 0 }, respectively. It follows that the cases (m,n) and (n,m) give

rise to isomorphic subalgebras in 0(2,2). The classification for one-dimensional algebras
is obtained immediately and, allowing for change of basis, agrees with results obtained
previously in [4]. For the remaining algebras, one simply checks for a given dimension
d with 2 < d < 5, all the possible subalgebras of su(1,1) @ su(1,1) that can arise for
particular values of m and n such that m > n and 2 < m + n < 5 and one realizes the
corresponding subalgebra of 0(2,2) by applying f.. Let us outline the method for three-
dimensional sualgebras. First of all (3,0) corresponds to su(1,1)&® {0} and the algebra in

0 I -J 0 -J 0
0(2,2) has generators { 70 ], { 0 J ], { 0 J ] For the case (3,1) we may assume

0 aN 0 bN 0 ¢N
and the precise form of N is unknown. The Lie bracket of the first two must be twice
the third, which implies that ¢ = 0. Likewise from the brackets of the first and third and
second and third , respectively we deduce that a = b = 0. and hence no such algebra of
this kind is possible. Similarly one may argue that the case (3,2) is impossible and that
(3,3) corresponds precisely to the diagonal subalgebra in su(1,1) @ su(1,1). For the case
iJ 0 iK+L 0
0 aM]’ [ 0 bM} and

that our generators are of the form [ZJ 0 ], [ZK 0 } and {L 0 } where a,b,c € R

(2,1) we may assume that the generators have the form [

[ 8 ]\04 where a,b € R. We can now put M into canonical form and we obtain three

classes of algebra in 0(2,2) depending on a parameter «. Similarly for the case (2,2) we
obtain a single class of Lie algebras in 0(2,2) that depends on a parameter .. Table 1
gives our list of the subalgebras of 0(2,2) in terms of a basis for each subalgebra. We
state the dimension of the subalgebra and have numbered the subalgebras from 1 to 32
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for future reference, though certain of these numbers pertain to classes of subalgebras
depending on parameters o and .

Table 1
Number Basis for the Lie Subalgebra Dimension
0 aa 00
—-a 0 0 0
! 0 0 0 g 1
0 0-p50
[0 0 o 07
0 0 0p
2 1
a 0 0 0
L0 B8 0 0]
[0 0 0 17
00 0 O
3 00 01 !
L1 0 -1 0 |
0 -8 a O
B 0 0 —«
4 a 0 0 p 1
0 —a—p 0
0 1-« 0 1
a—-1 0 1 0
> 0 1 0 a+1 !
1 0 —(a+1) 0
0 —a 0 O
a 0 0 O
6 0 0 0 « !
0 0 -0
0 0 a O
0 0 0 «
7 a 0 0 0 !
0 a 00
0 1 —al
-1 0 1 -«
8 -1l 0 1 !
1 —aa—-10
0-10 1
1 0-10
9 0-10 1 !
1 0-10




Dimension
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Table 1 (Continue)
Basis for the Lie Subalgebra

10
11
12
13
14
15
16
17
18
19
20

Number
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