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SOME ALGEBRAIC AND TOPOLOGICAL RANDOM FIXED POINT

THEOREMS WITH APPLICATIONS TO NONLINEAR RANDOM

INTEGRAL EQUATIONS

B. C. DHAGE

Abstract. In this paper some algebraic and topological random fixed point theorems are proved

involving the three random operators on a Banach algebra and they are further applied to a

certain nonlinear functional random integral equation of mixed type for proving the existence as

well as existence of extremal random solutions under the generalized Lipschizicity, Carathéodory

and monotonicity conditions.

1. Introduction

Throughout this paper, let (Ω,A) denote a measurable space, X a separable Banach

space with a norm ‖ · ‖, and let βX denote a σ-algebra of all Borel subsets of X . By

2X , CB(X) and K(X) we denote respectively the classes of all non-empty, closed and

bounded, and compact subsets of X . A function x : Ω → X is called measurable if for

any B ∈ βX .

x−1(B) = {ω ∈ Ω | x(ω) ∈ B} ∈ A. (1.1)

We recall that a multi-valued mapping F : Ω → 2X is called measurable if for any open

subset G of X,

F−1(G) = {ω ∈ Ω | F (ω) ∩G 6= φ} ∈ A. (1.2)

Notice that if F (ω) ∈ K(X) for each ω ∈ Ω, then F is measurable if and only if F−1(C) ∈

A for a closed subset C of X . See Himmelberg [15].

A measurable mapping ξ : Ω → X is called measurable selector of the multi-valued

mapping F : Ω → 2X if ξ(ω) ∈ F (ω) for all ω ∈ Ω. A mapping T : Ω ×X → X is called

a random operator if T (·, x) is measurable for all x ∈ X and it is generally expressed as

T (ω, x) := T (ω)x. A measurable function ξ : Ω → X is called a random fixed point of

the random operator T (ω) : Ω ×X → X if T (ω, ξ(ω)) = T (ω)ξ(ω) = ξ(ω) for all ω ∈ Ω.

Let T : X → X . Then T is called continuous if for any open subset G of X , T−1(G) is

an open subset of X . T is called compact if T (X) is a compact subset of X , where T (X)

is a closure of T (X) in X . Again T is called totally bounded if for any bounded subset S
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of X , T (S) is a totally bounded or precompact subset of X . Finally T is called completely
continuous if it is continuous and totally bounded. It is easy to see that every compact
operator is totally bounded, but the converse may not be true. However, the two notions
are equivalent on a bounded subset of X . Similarly a random operator T : Ω ×X → X
is continuous (resp. compact, totally bounded and completely continuous) if the operator
T (ω) is continuous (resp. compact, totally bounded and completely continuous) on X
for each ω ∈ Ω.

An operator T : X → X is called D-Lipschitzician if there exists a continuous and
nondecreasing function φ : R

+ → R
+ such that

‖Tx− Ty‖ ≤ φ(‖x− y‖) (1.3)

for all x, y ∈ X , where φ(0) = 0. Sometimes we call the function φ to be a D-function
for T on X . Similarly a random operator T : Ω → X is called D-Lipschitzician if there
exists a continuous nondecreasing function φ : Ω × R

+ → R
+ such that for each ω ∈ Ω

‖T (ω)x− T (ω)y‖ ≤ φω(‖x− y‖) (1.4)

for all x, y ∈ X where φω(r) = φ(ω, r) with φ(ω, 0) = 0 for all ω ∈ Ω. If φω(r) =
α(ω)r, α(ω) being a positive real-valued function on Ω, then T (ω) is called Lipschitzician
with Lipschitz constant α(ω). Further if α(ω) < 1, for all ω ∈ Ω, then T (ω) is called
contraction random operator with contraction constant α(ω). Further if φω(r) < r, r > 0
for each ω ∈ Ω, where φω is not necessarily nondecreasing, then the random operator T (ω)
is called nonlinear contraction on X . In the special case when the random parameter
is absent, we obtain T to be a deterministic nonlinear contraction on X . See Boyd and
Wong [5].

A Kuratowskii measure of noncompactness α of a bounded set S is defined to be a
nonnegative real number α(S) given by

α(S) = inf

{

r > 0 : S =

n
⋃

i=1

Si, diam(Si) ≤ ǫ, ∀i

}

. (1.5)

A mapping T : X → X is called α-condensing if for any bounded set S of X , f(S)
is bounded and α(T (S)) < α(S) for α(S) > 0. The details of α-condensing maps and
fixed points appear in Banas and Goebel [27]. A random operator T : Ω × X → X is
called α-condensing if α(T (ω)(S)) < α(S), α(S) > 0 for each ω ∈ Ω. The random fixed
point theory for α-condensing random operators is initiated by Itoh [17] and developed
subsequently by several authors. See Zeidler [27], Dhage [7] and the references therein.

In the present paper we shall prove the random versions of some fixed point theo-
rems of the following type in Banach and ordered Banach spaces, and discuss some of
their applications to random integral equations of mixed type under Carathéodory and
monotonicity conditions.

Theorem 1.1. (Dhage [10]) Let S be a non-empty closed and bounded subset of a Banach
algebra X and let A, B, C : S → X be three operators such that,
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(a) A and C are D-Lipschitzicians with D-functions φ and ψ respectively,

(b) B is completely continuous, and

(c) AxBx + Cx ∈ S for each x ∈ S.

Then the operator equations

AxBx + Cx = x

has a solution in S, whenever Mφ(r) + ψ(r) < r, r > 0 where

M = ‖B(S)‖ = sup{‖Bx‖ : x ∈ S}.

2. Topological Random Fixed Point Theory

In this section we prove the random version of some hybrid fixed point theorems like

Theorem 1.1 which combines a topological and a geometrical fixed point theorem via

the method of measurable selectors. See Himmelberg [15] and Kuratowskii and Ryll-

Nardzewskii [20]. Before going to the main results of this paper, we state two useful

Lemmas, the proof of which are implicit in Dhage [10], however we give here explicitly

the details of proof.

Lemma 2.1. Let S be a non-empty subset of a Banach algebra X and let A, B,

C : S → X be three operators satisfying

(a) A and C are D-Lipschitzicians with D-functions φA and φC respectively, and

(b) B is continuous and compact.

Then the mapping T : S → X defined by Tx = AxBx+ Cx is continuous.

Proof. Let {xn} ⊂ S be a sequence converging to a point x ∈ S. Then by the

hypotheses (a)-(b),

‖Txn − Tx‖ = ‖AxnBxn + Cxn −AxBx − Cx‖

≤ ‖AxnBxn −AxBx‖ + ‖Cxn − Cx‖

≤ ‖Axn −Ax‖‖Bxn‖ + ‖Ax‖‖Bxn −Bx‖ + ‖Cxn − Cx‖

≤ φA(‖xn − x‖)‖Bx‖ + ‖Ax‖‖Bxn −Bx‖ + φC(‖xn − x‖)

→ 0 as n→ ∞. (2.1)

Hence T is continuous on S and the proof of the lemma is complete.

Lemma 2.2. Let S be a non-empty, bounded subset of Banach algebra X and let A,

B, C : S → X be three operators satisfying

(a) A and C are D-Lipschitzicians with D-functions φA and φC respectively, and

(b) B is continuous and compact.

Then for any subset G of S,

α(T (G)) ≤ ‖B(S)‖φA(α(G)) + φC(α(G)) (2.2)
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where Tx = AxBx + Cx, x ∈ S and M = ‖B(S)‖ = sup{‖Bx‖ : x ∈ S}.

Proof. Let x, y ∈ G be arbitrary. Then we have

‖Txn − Ty‖ = ‖AxBx+ Cx−AyBy − Cy‖

≤ ‖AxBx−AyBy‖ + ‖Cx− Cy‖

≤ ‖Ax−Ay‖‖By‖ + ‖Ay‖‖Bx−By‖ + ‖Cx− Cy‖

≤ ‖B(G)‖φA(‖x− y‖) + ‖Bx‖ + ‖Ay‖‖Bx−By‖ + φC(‖x− y‖). (2.3)

Now for any x0 ∈ G,

‖Ay‖ ≤ ‖Ax0‖ + ‖Ax0 −Ay‖

≤ ‖Ax0‖ + φA(‖x0 − y‖)

≤ ‖Ax0‖ + φA(diamG)

≤ ‖Ax0‖ + φA(diamS) (i.e. G ⊂ S)

= β

≤ ∞,

for all y ∈ S. Substituting this estimate in the inequality (2.3)

‖Tx− Ty‖ ≤ ‖B(S)‖φA(‖x− y‖) + φC(‖x− y‖) + β‖Bx−By‖. (2.4)

Let ε > 0 be given. Then there exist subsets G1, G2, . . . , Gn of G such that G = ∪n
i=1G

and diam Gi < α(G) + ǫ for all i = 1, . . . , n. Since B(S) is compact for any η > 0,
α(B(S)) < η/β and there exist subsets F1, . . . , Fn of B(S) such that B(S) ∪m

i=1 Fi or
equivalently G ⊂

⋃m

j=1 B
−1(Fj) with diam (Fj) < η/β for every j = 1, . . . ,m. Similarly

since C(S) is compact for any θ > 0, α(C(S)) < θ and there exist subsets H1, H2, . . . , Hl

of such that C(S) =
⋃l

k=1Hk which implies that

G ⊂
l

⋃

k=1

H−1(Hk) with diamHk < θ for all k = 1, . . . , l.

By Lemma 2.1, T is continuous on S and so T (G) is bounded subset of X . Also we
have

T (G) =
⋃

i,j,k

T (Gi ∩B
−1(Fj) ∩ C

−1(Hk)). (2.5)

Since diam(Gi) < α(G) + ǫ for all i = 1, . . . , n we have

diam(Gi ∩B
−1(Fj) ∩ C

−1(Hk)) < α(G) + ǫ (2.6)

for all i = 1, . . . , n, j = 1, . . . ,m and k = 1, . . . , l. From (2.4) and (2.6) it follows that

diam (T (Gi ∩B
−1(Fj) ∩C

−1(Hk))

< max{MφA(r) + φC(r) : r ∈ [α(G), α(G) + ǫ]} + η + θ (2.7)
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for all i = 1, . . . , n, j = 1, . . . ,m and k = 1, . . . , l. Now

α(T (G)) = max
i,j,k

diam(T (Gi

⋂

B−1(Fj)
⋂

C−1(Hk)) (2.8)

Hence from (2.7) we obtain

α(T (G)) < max{MφA(r) + φC(r) : r ∈ [α(G), α(G) + ǫ]} + η + θ (2.9)

Since ǫ, η and θ are arbitrary

α(T (G)) ≤MφA(α(G)) + φC(α(G))

for all G ⊂ S. This completes the proof.

Now we formulate the main results of this section.
Theorem 2.1. Assume that all the conditions of Theorem 2.1 hold, Then the set

Fix(T ) = {x ∈ S|AxBx + Cx = x} is compact.

Proof. Define a mapping T : S → X by Tx = AxBx + Cx. Then by Theorem 1.1,
φ 6= Fix(T ) = {x ∈ S|AxBx+Cx = x}. Moreover Fix(T ) is a closed subset of S. To see
this let {xn} be a sequence in Fix(T ) converging to a point x ∈ S. We shall prove that
x ∈ Fix(T ). By Lemma 2.1 T is continuous, and so

x = lim
n
xn = lim

n
T (xn) = T (lim

n
xn) = Tx.

As a result x ∈ Fix(T ) and so Fix(T ) is a closed subset ofX . If Fix(T ) is not compact,
then by Lemma 2.2 with G = Fix(T ), we have

α(Fix(T )) = α(T (Fix(T )))

≤MφA(α(Fix(T ))) + φC(φ(Fix(T )))

< α(Fix(T )),

which is a contradiction. Therefore Fix(T ) is compact. This completes the proof.

Theorem 2.2. Let S be a closed convex and bounded subset of a separable Banach
algebra X and let A, B, C : Ω × S → X be three random operators satisfying for each
ω ∈ Ω,

(a) A(ω) and C(ω) are D-Lipschitizcians with D-functions φA(ω) and φC(ω) respectively,
(b) B(ω) is completely continuous and
(c) A(ω)xB(ω) + C(ω)x ∈ S , for x ∈ S.

Then the random equation

A(ω)xB(ω)x + C(ω)x = x (2.10)

has a random solution whenever M(ω)φA(ω)(r) + φC(ω)(r) < r, r > 0 for all ω ∈ Ω ,
where M(ω) = ‖B(ω)(S)‖ = sup{‖B(ω)x‖ : x ∈ S}.
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Proof. Define an operator T : Ω × S → X by

T (ω)x = A(ω)xB(ω)x + C(ω)x. (2.11)

Since A(ω), B(ω), C(ω) are random operators, A(ω)x, C(ω)x and C(ω)x are X-valued
random variables for each x ∈ S. As X is a separable Banach algebra, the sum as well
as the product of X-valued random variables is again X-valued random variable. As a
result T (ω)x = A(ω)xB(ω)x + C(ω)x is a X-valued random variable. Hence T (ω) is a
random operator on S which is continuous in view of Lemma 2.1. Define a multi valued
map F : Ω → 2S by

F (ω) = {x ∈ S | A(ω)xB(ω)x + C(ω)x = x}. (2.12)

Clearly by Theorem 1.1, F (ω) is non-empty for each ω ∈ Ω. Moreover by Lemma 2.2,
F (ω) is a compact subset of S for each ω ∈ Ω. To finish, it is enough to prove that F is
measurable on Ω. Let C be a closed subset of X . Denote

L(C) =
∞
⋂

n=1

⋃

xi∈Cn

{ω ∈ Ω | ‖xi − (A(ω)xiB(ω)xi + C(ω)xi)‖ < 2/n}, (2.13)

where Cn = {x ∈ X | d(x,C) < 1/n} and d(x,C) = inf{d(x, c) | c ∈ C}. Obviously
L(C) ∈ A. We shall prove that F−1(C) ⊂ L(C). It is easy to prove that F−1(C) ⊂ L(C).
Now proceeding with the arguments similar to that in the proof of Theorem 2.1 of Itoh [17]
it is proved that L(C) ⊂ F−1(C). As a result F−1(C) = L(C). Hence F is measurable on
Ω. Since F (ω) is compact for each ω ∈ Ω, it has closed values on Ω. Now an application of
theorem of Kurtowskii and Ryll-Nardzewskii [20] yields that F has a measurable selector
that is, there is a measurable mapping ξ : Ω → X such that ξ(ω) ∈ F (ω) for each ω ∈ Ω.
This further by definition of F (ω) which implies that

ξ(ω) = A(ω)ξ(ω)B(ω)ξ(ω) + C(ω)ξ(ω), ω ∈ Ω.

This completes the proof.

Corollary 2.1. Let S be a closed convex and bounded subset of a separable Banach
algebra X and let A, B, C : Ω × S → X be three random operators satisfying for
ω ∈ Ω,
(a) A(ω) and B(ω) are Lipschitzicians with the Lipschitz constants α(ω) and β(ω) re-

spectively,
(b) B(ω) is continuous and compact, and
(c) A(ω)xB(ω)x + C(ω)x ∈ S for each x ∈ S.
Then the random equation (2.10) has a random solution and the set of such random
solutions is compact, whenever α(ω)M(ω) + β(ω) < 1 for all ω ∈ Ω, where M(ω) =
‖B(ω)(S)‖ = sup{‖B(ω)x‖ : x ∈ S}.

In a recent paper [10], the present author has proved a companion of Leray-Schauder
principle [14] involving three operators in a Banach algebra. A slight generalization of
this nonlinear alternative is,
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Theorem 2.3. Let U and U denote respectively the open bounded and closed bounded
subsets of a Banach algebra X containing the origin 0 and let A,C : X → X and
B : U → X be three operators satisfying
(a) A and C are D-Lipschitzicians with D-functions φA and φC respectively,
(b) [(I − C)/A]−1 exist on B(U), I being the identity operator on X.
(c) B is completely continuous and
(d) MφA(r) + φC(r) < r, r > 0 where M = ‖B(U)‖ = sup{‖Bx‖ : x ∈ U}.
Then either
(i) the operator equation (1.6) has a solution in U , or
(ii) there exist an u ∈ ∂Ū such that λA(u/λ)Bu+ λC(u) = u for some λ ∈ (0, 1), where

∂U is the boundary ofU in X.

Now we shall obtain a random version of Theorem 2.3 which is again a companion of
the random version of Leray-Schauder principle.

Theorem 2.4. Let U and U denote respectively the open bounded and closed bounded
subsets of a separable Banach algebra X containing the origin 0 and let A, C : Ω×X → X
and B : Ω × U → X be three random operators satisfying for each ω ∈ Ω,

(a) A(ω) and C(ω) are D-Lipschitzicians with D-functions φA(ω) and φC(ω) respectively,
(b) [(I − C)/A]−1(ω) exists on B(ω)(U),
(c) B(ω) is completely continuous.
(d) M(ω)φA(ω)(r) + φC(ω)(r) < r, r > 0, where M(ω) = ‖B(ω)U‖, and
(e) there does not exist an u ∈ ∂Ū such that

λ(ω)A(ω)(u/λ)B(ω)u + λ(ω)C(ω)u = u(ω)

for any measurable function λ : Ω → R+ with 0 < λ(ω) < 1, where ∂Ū is a boundary
of U .

Then the random equation (2.10) has a random solution in U .

Proof. The proof is similar to Theorem 2.2 and now here we invoke Theorem 2.3 instead
of Theorem 1.1 in the proof.

An interesting Corollary to Theorem 2.3 in its applicable form is

Corollary 2.2. Let Br(0) and Br(0) denote respectively the open and closed balls
centered at the origin 0 of radius r in a separable Banach algebra X. Let A, C : Ω×X →
X and B : Ω ×Br(0) → X be three random operators satisfying for each ω ∈ Ω,

(a) A(ω) and C(ω) are Lipschitzicians with Lipschitz constants α(ω) and β(ω), respec-
tively,

(b) A(ω) is regular and
(

I
A

)

(ω) is one to one,
(c) B(ω) is completely continuous,
(d) α(ω)M(ω) +B(ω) < 1 where M(ω) = ‖B(ω)(Br(0))‖ = {‖B(ω)x‖ : x ∈ Br(0)} and
(e) there does not exist an u ∈ X with ‖u‖ = r such that

λA(ω)(u/λ)B(ω)u + λC(ω)u = u(ω) for any 0 < λ < 1.
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Then the random equation (2.10) has a random solution in Br(0).

Proof. Notice

[(I − C)/A]−1(ω) = (I/A)−1(I − C)−1(ω).

Since C(ω) is Lipschitzician with Lipschitz constant α(ω) < 1, it is a contraction random

operator on X , so by the random version of a Banach contraction principle yields that

(I − C)−1(ω) exists on X and in particular on B(ω)(Br(0)). As A(ω) is regular, that

is A(ω) maps X into the set of all invertible elements in X for each ω ∈ Ω, (I/A)(ω)

is well defined. Further since (I/A)(ω) is one-to-one for each ω ∈ Ω, (I/A)−1(ω) exists

on Ω × X . As a result the random operator [(I − C)/A]−1(ω) exists on B(ω)(Br(0)).

Now the desired conclusion follows by an application of Theorem 2.4 by replacing U with

Br(0). This completes the proof.

When C ≡ 0 in Theorem 2.3 and Corollary 2.2 we obtain the following random

versions of the fixed point theorems of Dhage [9] and Dhage and Regan [12]. See Dhage

[13].

Theorem 2.5. Let U and U denote respectively the open bounded and closed bounded

subsets of a separable Banach algebra X containing the origin 0 and let A : Ω×X → X

and B : Ω × U → X be three random operators satisfying for each ω ∈ Ω,

(a) A(ω)is a D-Lipschitzician with D-functions φA(ω),

(b) (I/A)−1(ω) exists on B(ω)(U),

(c) B(ω) is completely continuous.

(d) M(ω)φA(ω)(r) < r, r > 0, where M(ω) = ‖B(ω)U‖, and

(e) there does not exist an u ∈ ∂Ū such that

λ(ω)A(ω)(u/λ)B(ω)u = u(ω)

for any function measurable λ : Ω → R+ with 0 < λ(ω) < 1, where ∂Ū is a boundary

of U .

Then the random equation (2.10) has a random solution in U .

Corollary 2.3. Let Br(0) and Br(0) denote respectively the open and closed balls

centered at the origin 0 of radius r in a separable Banach algebra X. Let A : Ω×X → X

and B : Ω ×Br(0) → X be two random operators satisfying for each ω ∈ Ω,

(a) A(ω) is a Lipschitzician with Lipschitz constant α(ω),

(b) A(ω) is regular and
(

I
A

)

(ω) is one to one,

(c) B(ω) is completely continuous,

(d) α(ω)M(ω) < 1 where M(ω) = ‖B(ω)(Br(0))‖ = {‖B(ω)x‖ : x ∈ Br(0)} and

(e) there does not exist an u ∈ X with ‖u‖ = r such that

λA(ω)(u/λ)B(ω)u = u(ω) for any 0 < λ < 1.
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Then the random equation (2.10) has a random solution in Br(0).

3. Algebraic Random Fixed Point Theory

A non-empty closed subset K of a Banach algebraX is called a cone if (i) K+K ⊂ K,
(ii) λK ⊂ K for all λ ∈ R

+ and (iii) {−K} ∩ {K} = 0, where 0 is a zero element of X .
Further if K satisfies (iv) K ◦K ⊂ K, where “ ◦ ” is a multiplicative composition in X ,
then K is called a positive cone in X .

We introduce an order relation ≤ in X as follows.
Let x, y ∈ X . Then we say

x ≤ y if and only if y − x ∈ K. (3.1)

Let u, v ∈ X be such that u ≤ v. Then by an order interval [u, v] we mean a set in
X defined by

[u, v] = {x ∈ X |u ≤ x ≤ v}. (3.2)

Let a, b : Ω → X . Then by a ≤ b we mean a(ω) ≤ b(ω) for all ω ∈ Ω and we define
an order interval [a, b] by

[a, b] = {x ∈ X | a(ω) ≤ x ≤ b(ω) ∀ω ∈ Ω}

=
⋂

ω∈Ω

[a(ω), b(ω)]. (3.3)

An operator T : X → X is called nondecreasing if for any x, y ∈ X , x ≤ y implies
Tx ≤ Ty. Again the operator T is called positive if range (T ) ⊂ K. Similarly a random
operator T : Ω × X → X is called nondecreasing (positive) if the operator T (ω) is
nondecreasing (positive) for each ω ∈ Ω. The following lemma proved in Dhage [11] is
useful in the sequel.

Lemma 3.1. Let u1, u2, v1, v2 ∈ K be such that u1 ≤ v1 and u2 ≤ v2. Then
u1u2 ≤ v1v2.

A key theorem of this section is

Theorem 3.1. Let X be a separable Banach algebra and let a,b : Ω → X be two
measurable functions such that a ≤ b. Let Q : Ω × [a, b] → [a, b] be a continuous and

nondecreasing random operator. Then Q(ω) has a minimal random fixed point ξ∗ and a
maximal random fixed point ξ∗ in [a, b] if any one of the following conditions holds.
(a) Q(ω) is α-condensing random operator and the cone K in X is normal.
(b) the cone K is regular in X.
Moreover,

ξ∗(ω) = lim
n
Qn(ω)a and ξ∗(ω) = lim

n
Qn(ω)b. (3.4)

Our main result of this section is
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Theorem 3.2. Let X be a separable Banach algebra and let a, b : Ω → X be two

measurable functions with a ≤ b. Let A, C : Ω × [a, b] → K and C : Ω × [a, b] → X be
three nondecreasing random operators satisfying for each ω ∈ Ω,

(a) A(ω) and C(ω) are D-Lipschitzicians with D-functions φA(ω) and φC(ω) respectively,
(b) B(ω) is completely continuous, and

(c) A(ω)xB(ω)x + C(ω)x ∈ [a, b] for each x ∈ [a, b].

Further if the cone K in X is positive and normal, then the random equation (2.10)
has a minimal random solution ξ∗ and a maximal random solution ξ∗ in [a, b] when-

ever M(ω)φA(ω)(r) + φC(ω)(r) < r,for r > 0 and for all ω ∈ Ω, where M(ω) =
‖B(ω)([a, b])‖ = {‖B(ω)x‖ : x ∈ [a, b]}. Moreover

ξ∗(ω) = lim
n
xn(ω) and ξ∗(ω) = lim

n
yn(ω), (3.5)

where xn+1(ω) = A(ω)xnB(ω)xn + C(ω)xn, n > 0 with x0(ω) = a(ω) and yn+1(ω) =
A(ω)ynB(ω)yn + C(ω)yn, n ≥ 0 with y0(ω) = b(ω).

Proof. Define a mapping Q(ω) : Ω ×X → X by

Q(ω)x = A(ω)xB(ω)x + C(ω)x. (3.6)

Obviously by lemma 2.1, Q(ω) is a continuous random operator on X . By hypothesis
(c), Q defines a mapping Q : Ω × [a, b] → [a, b]. Since the cone K is normal, [a, b] is a

norm bounded subset of X . Let ω ∈ Ω be fixed. Then for any subset G of [a, b], we have
by Lemma 3.1,

α(Q(ω))(G) ≤ ‖B(ω)([a, b])‖φA(α(G)) + φC(ω)(α(G))

< α(G), (3.7)

where α(G) > 0. Thus inequality (3.7) holds for every ω ∈ Ω and so Q(ω) is α-condensing
random operator on [a, b]. Next we shall show that Q(ω) is a nondecreasing random

operator on [a, b]. Let x, y ∈ [a, b] be such that x ≤ y. Since the cone K is positive, by
Lemma 3.1,

Q(ω)x = A(ω)xB(ω)x + C(ω)x

≤ A(ω)yB(ω)y + C(ω)y

= Q(ω)y

for all ω ∈ Ω. This shows that Q is a nondecreasing random operator [a, b]. Now the

desired conclusions follows by an application of Theorem 3.1.

Corollary 3.1. Let X be a separable Banach algebra and let A,B : Ω×X → K and

C : Ω ×X → X be three nondecreasing random operators satisfying for ω ∈ Ω,

(a) A(ω) and C(ω) are Lipschitzicians with the Lipschitz constants α(ω) and β(ω), re-

spectively,
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(b) B(ω) is completely continuous and

(c) there exist two measurable functions a, b : Ω → X such that

a(ω) ≤ A(ω)aB(ω)a+ C(ω)a and A(ω)B(ω)b + C(ω)b ≤ b(ω).

Further if the cone K in X is positive and normal, then random equation (2.10)

has a minimal random solution ξ∗ and a maximal random solution ξ∗ in [a, b] whenever

α(ω)M(ω)+β(ω) < 1 for all ω ∈ Ω, where M(ω) = B(ω)([a, b]) = {‖B(ω)x‖ : x ∈ [a, b]}.

Moreover

ξ∗(ω) = lim
n
xn(ω) and ξ∗(ω) = lim

n
yn(ω),

where the sequences {xn(ω)} and {yn(ω)} are defined by (3.5).

4. Nonlinear Random Integral Equations

Given a measurable space (Ω,A) and given a closed and bounded interval J =

[t0, t1] ⊂ R, R a set of real numbers, consider the nonlinear functional random inte-

gral equations (in short FRIE) of mixed type,

x(t, ω) = h(t, x(µ(t), ω), ω) +
[

f(t, x(θ(t), ω), ω)
]

×
(

q(t, ω) +

∫ σ(t)

0

k(t, s, ω)g(s, x(η(s), ω), ω)ds
)

(4.1)

for all t ∈ J and ω ∈ Ω, where q : J ×Ω → R, k : J ×J×Ω → R, h, f , g : J×R×Ω → R

and η, θ, σ, η : J → J .

The FRIE (4.1) is considerably general in the sense that it includes some determinis-

tic as well as some indeterministic nonlinear integral equations that have been studied in

the literature including those of Bharucha Reid [1], Dhage [10] and Dhage and Regan [12]

as special cases. It is worthwhile to mention that the random version of Chandrasekhar’s

H-equation in the radioactive heat transfer is a particular case of FRIE (4.1). There-

fore the study of the FRIE (4.1) has got importance for various aspects of its random

solution. In this section we deal with only the existence theory for FRIE (4.1) via the

abstract results developed in the previous section.

4.1. Existence of solution

Let M(J,R), B(J,R), BM(J,R) and C(J,R) denote respectively the spaces of all

measurable, bounded, bounded and measurable and continuous real-valued functions on

J . Notice that C(J,R) ⊂ BM(J,R) ⊂M(J,R).

We shall obtain the existence of the random solutions of the FRIE (4.1) in the space

BM(J,R) under some suitable conditions. Define a norm ‖ · ‖ in BM(J,R) by

‖x‖ = max
t∈J

|x(t)|. (4.2)
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Clearly BM(J,R) is a separable Banach algebra with this maximum norm. By L1(J,R)

we denote the space of all Lebesgue integral real-valued functions on J equipped with a

norm ‖ · ‖L1 given by

‖x‖L1 =

∫ t1

t0

|x(s)| ds. (4.3)

We need the following definition in the sequel.

Definition 4.1. A mapping β : J × R × Ω → R is said to satisfy a condition of

ω-Carathéodory or simply called ω-Carathéodory if for each ω ∈ Ω,

(i) t 7→ β(t, x, ω) is measurable for each x ∈ R,

(ii) x 7→ β(t, x, ω) is continuous almost everywhere for t ∈ J .

Further a ω-Carathéodory function β is called L1
ω-Carathéodory if

(iii) for each real number r > 0 there exists a measurable function hr : Ω → L1(J,R)

such that |β(t, x, ω)| ≤ hr(t, ω), a.e. t ∈ J for all x ∈ R with |x| ≤ r.

We consider the following hypotheses in the sequel.

(A0) The functions µ, φ, σ, η : J → J are continuous.

(A1) The function q : Ω → C(J,R) is measurable.

(A2) k : Ω → C(J × R,R) is measurable.

(A3) The function h : Ω → C(J × R,R) is measurable and there exists a function

γ : Ω → B(J,R) satisfying for each ω ∈ Ω,

|h(t, x, ω) − f(t, y, ω)| ≤ γ(t, ω)|x− y|, a.e. t ∈ J

for all x, y ∈ R.

(A4) f defines a function f : J × R × Ω → R − {0} and
x

f(t, x, ω)
=

y

f(t, y, ω)
implies

x = y for all t ∈ J and ω ∈ Ω.

(A5) The function f : Ω → C(J × R,R) is measurable and there exists a function

α : Ω → B(J,R) with bound ‖α(ω)‖ satisfying for each ω ∈ Ω,

|f(t, x, ω) − f(t, y, ω)| ≤ α(t, ω)|x− y|, a.e. t ∈ J (4.4)

for all x, y ∈ R.

(A6) The function ω → g(t, x, ω) is measurable ∀ t ∈ J and x ∈ R.

(A7) The function g(t, x, ω) is L1
ω-Carathéodory.

(A8) exists a function φ : Ω → L1(J,R) such that φ(t, ω) > 0, a.e. t ∈ J , ∀ω ∈ Ω and a

continuous nondecreasing function ψ : [0,∞) → (0,∞) satisfying for each ω ∈ Ω,

|g(t, x, ω)| ≤ φ(t, ω)ψ(|x|), a.e. t ∈ J (4.5)

for all x ∈ R.
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Theorem 4.1. Suppose that hypothesis (A0) − (A7) hold. Further if there exists a

real number r > 0 such that

‖α(ω)‖[‖q(ω)‖ + ‖φ(ω)‖L1 ψ(r)] + ‖γ(ω)‖ < 1,

and r >
H(ω) + F (ω)[‖q(ω) +K(ω)‖φ(ω)‖L1 ψ(r)]

1 − [‖α(ω)‖{‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r)} + ‖γ(ω)‖]
,











(4.6)

where F (ω) = supt∈J |f(t, 0, ω)|, then the FRIE (4.1) has a random solution ξ on J
with ‖ξ(ω)‖ ≤ r.

Proof. Let X = BM(J,R) and consider an closed ball Br(0) centered at the origin 0
in X and of radius r, where r satisfies the inequalities in (4.4). Define the operators A,

C : Ω ×X → X and B : Ω ×Br(0) → X by

A(ω)x(t) = f(t, x(θ(t), ω), ω), t ∈ J (4.7)

B(ω)x(t) =

∫ σ(t)

t0

k(t, s, ω)g(s, x(η(s), ω), ω) ds, t ∈ J (4.8)

and
C(ω)x(t) = h(t, x(µ(t), ω), ω), t ∈ J. (4.9)

Then the random integral equation (4.1) is equivalent to the random equation

A(ω)x(t)B(ω)x(t) + C(ω)x(t) = x(t, ω), t ∈ J. (4.10)

By hypothesis (A3) and (A5), A(ω) and C(ω) are random operators on X . Since the
functions ω → k(t, s, ω) and ω → g(s, x, ω) are measurable and X is a separable Banach
algebra, the function ω → k(t, x, ω)g(s, x, ω) is measurable for all t ∈ J and x ∈ R. Again

the integral
∫ σ(t)

0

k(t, s, ω)g(s, x(η(s), ω), ω) ds,

is the limit of a finite sum of measurable functions, so the function

ω →

∫ σ(t)

0

k(t, s, ω)g(s, x(η(s), ω), ω) ds,

is measurable. Finally the sum of two measurable functions is again measurable, therefore

C(ω) is a random operator on X . We shall show that the random operators A(ω), B(ω)
and C(ω) satisfy all the conditions of Corollary 3.1.

Step I: We shall show that A(ω) and C(ω) are Lipschitzicians on X . Let x, y ∈ X .
Then by hypothesis (A3) and (A5),

‖A(ω)x−A(ω)y‖

= sup
t∈J

{|f(t, x(θ(t), ω), ω) − f(t, y(θ(t), ω), ω)|}
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≤ sup
t∈J

[α(t, ω)|x(θ(t)), ω) − y(θ(t), ω)|]

≤

(

sup
t∈J

α(t, ω)

)

sup
t∈J

|x(θ(t), ω) − y(θ(t), ω)|

≤ ‖α(ω)‖‖x(ω) − y(ω)‖,

and so, A(ω) is a Lipschitzician with Lipschitz constant ‖α(ω)‖. Similarly C(ω) is again

Lipschitzician with Lipschitz constant ‖γ(ω)‖.

Step II : By hypothesis (A4),

A(ω)x(t) = f(t, x(θ(t), ω) 6= 0 ∀t ∈ J,

and for all ω ∈ Ω, and so A(ω)x is a regular element of X for all x ∈ X and ω ∈ Ω.

Further suppose that

(I/A)(ω)x = (I/A)(ω)y for some x, y ∈ X.

Then
x(t, ω)

A(ω)x(t)
=

y(t, ω)

A(ω)y(t)
for all t ∈ J . But in view of hypothesis (A4) which implies

that x(t, ω) = y(t, ω) for all t ∈ J and ω ∈ Ω. Hence x = y and as a result
(

I
A

)

(ω) is

one-to-one on X .

Step III : Next we show that the random operator B(ω) is continuous and compact

on Br(0). Let {xn} be a sequence in Br(0). Then ‖xn‖ ≤ r for all n ∈ N. Suppose that

xn → x. By the dominated convergence theorem and the hypothesis (A7) we obtain

B(ω)xn(t) = q(t, ω) +

∫ σ(t)

0

k(t, s, ω)g(s, xn(η(s), ω), ω) ds

→ q(t, ω) +

∫ σ(t)

0

k(t, s, ω)g(s, xn(η(s), ω), ω) ds

= B(ω)x(t)

for all t ∈ J , and so B(ω) is continuous random operator on Br(0). To prove B(ω) is

compact on Br(0), it is enough to prove that the set {B(ω)xn : n ∈ N} is uniformly

bounded and equi-continuous in X . From (4.8) it follows that

|B(ω)xn(t)| ≤ |q(t, ω)| +

∣

∣

∣

∣

∣

∫ σ(t)

t0

k(t, s, ω)|g(s, xn(η(s), ω), ω)| ds

∣

∣

∣

∣

∣

≤ |q(t, ω)| +

∫ t1

t0

K(ω)hr(s, ω) ds

= ‖q(ω)‖ +K(ω)‖hr(ω)‖L1 ,
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for all t ∈ J andω ∈ Ω, where hr is a function given in Definition 4.1 (iii). From (4.7)
it follows that {B(ω)xn : n ∈ N} is a uniformly bounded set in X . Further let t, τ ∈ J .
Then

|B(ω)xn(t) −B(ω)xn(τ)|

≤ |q(t, ω) − q(τ, ω)|

+

∣

∣

∣

∣

∣

∫ σ(t)

t0

k(t, s, ω)g(s, xn(η(s), ω), ω) ds

−

∫ σ(τ)

t0

k(τ, s, ω)g(s, xn(η(s), ω), ω) ds

∣

∣

∣

∣

∣

≤ |q(t, ω) − q(τ, ω)|

+

∣

∣

∣

∣

∣

∫ σ(t)

t0

[

k(t, s, ω) − k(τ, s, ω)
]

g(s, xn(η(s), ω), ω) ds

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ σ(t)

σ(τ)

k(τ, s, ω) g(s, xn(η(s), ω), ω) ds

∣

∣

∣

∣

∣

≤ |q(t, ω) − q(τ, ω)|

+

∣

∣

∣

∣

∣

∫ σ(t)

t0

∣

∣

∣
k(t, s, ω) − k(τ, s, ω)

∣

∣

∣

∣

∣

∣
g(s, xn(η(s), ω), ω)

∣

∣

∣
ds

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ σ(t)

σ(τ)

∣

∣

∣
k(τ, s, ω)

∣

∣

∣

∣

∣g(s, xn(η(s), ω), ω)
∣

∣

∣
ds

∣

∣

∣

∣

∣

≤ |q(t, ω) − q(τ, ω)|

+

∣

∣

∣

∣

∣

∫ σ(t)

t0

∣

∣

∣
k(t, s, ω) − k(τ, s, ω)

∣

∣

∣
hr(s) ds

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ σ(t)

σ(τ)

∣

∣

∣
k(τ, s, ω)

∣

∣

∣
hr(s) ds

∣

∣

∣

∣

∣

≤ |q(t, ω) − q(τ, ω)| +

∫ t1

t0

|k(t, s, ω) − k(τ, s, ω)|hr(s) ds

+|p(t, ω) − p(τ, ω)|, (4.11)

where p(t, ω) = K(ω)

∫ σ(t)

t0

hr(s, ω)ds.

Since the functions t→ q(t, ω), t→ k(t, s, ω) are continuous on a compact interval J ,
they are uniformly continuous on J for all s ∈ J and ω ∈ Ω. Similarly since σ : J → J
is continuous, the functions t → σ(t) is also uniformly continuous on J for all ω ∈ Ω.
Hence from the inequality (4.9), it follows that

|B(ω)xn(t) −B(ω)xn(τ)| → 0 as t→ τ.
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This shows that the set {B(ω)xn : n ∈ N} is equi-continuous set in X for all ω ∈ Ω
Consequently the random operator B(ω) is continuous and compact on Br(0).

Step IV : Here

M(ω) = ‖B(ω)(Br(0))‖

= max{|B(ω)x| : x ∈ Br(0)}.

But

‖B(ω)x‖ = max
t∈J

|B(ω)x(t)|

= max
t∈J

{∣

∣

∣

∣

∣

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, x(η(s), ω), ω)

∣

∣

∣

∣

∣

ds

}

≤ max
t∈J

|q(t, ω)| + max
t∈J

∫ σ(t)

t0

|k(t, s, ω)||g(s, x(η(s), ω), ω)| ds

≤ ‖q(ω)‖ +K(ω)

∫ σ(t)

t0

φ(s, ω)|ψ(|x(η(s), ω)|)ds

≤ ‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r).

Therefore by (4.4)

α(ω)M(ω) + β(ω) ≤ ‖α(ω)‖[q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r)] + ‖γ(ω)‖ < 1

for each ω ∈ Ω.

Step V : Suppose that the negation of hypothesis (e) of Corollary 3.1, holds, that is,
there is an u ∈ X with ‖u‖ = r satisfying

u(ω) = λA(u)
(u

λ

)

B(ω)u + λC(ω)u

for some 0 < λ < 1. Then we have

u(t, ω) = λA(ω)
(u

λ

)

(t)B(ω)u(t) + λC(ω)u(t).

Hence

|u(t, ω)| ≤ |h(t, u(µ(t), ω), ω)|

+|f(t, u(θ(t), ω), ω)|
(

|q(t, ω)| +

∫ σ(t)

t0

|k(t, s, ω)g(s, u(η(s), ω)|ds
)

≤ |h(t, u(µ(t), ω), ω) − h(t, 0, ω)| + h(t, 0, ω)|

+
[

|f(t, u(φ(t), ω), ω) − f(t, 0, ω)|+ |f(t, 0, ω)|
]

×
[

|q(t, ω)| +

∫ σ(t)

t0

|k(t, s, ω)| |g(s, u(η(s), ω), ω)|ds
]
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≤ γ(t, ω)|u(µ(t), ω)| +H(ω)

+α(t, ω)|u(θ(t), ω)|

(

‖q(ω)‖ +K(ω)

∫ t1

t0

φ(s, ω)ψ(|u(η(s), ω)|)ds

)

+F (ω)

(

‖q(ω)‖ +K(ω)

∫ t1

t0

φ(s, ω)ψ(|u(η(s), ω)|)ds

)

≤ ‖γ(ω)‖‖u(µ(t), ω)‖+H(ω)

+‖α(ω)‖‖u(ω)‖[‖q(ω)‖+K(ω)‖φ(ω)‖L1 ψ(‖u(ω)‖)]

+F (ω)[‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(‖u(ω)‖)].

Taking maximum over t,

‖u(ω)‖ ≤ ‖γ(ω)‖‖u(ω)‖+H(ω)

+‖α(ω)‖‖u(ω)‖[‖q(ω)‖+K(ω)‖φ(ω)‖L1ψ(‖u(ω)‖)]

+F (ω)[‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(‖u(ω)‖)]

≤
H(ω) + F (ω)[‖q(ω)‖ +K(ω)‖φ(ω)‖L1ψ(‖u(ω)‖)]

1 − [‖α(ω)‖{‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(‖u(ω)‖)} + ‖γ(ω)‖]

On substituting ‖u(ω)‖ = r in the above inequality yields

r ≤
H(ω) + F (ω)[‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r)]

1 − [‖α(ω)‖{‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r)} + ‖γ(ω)‖]
(4.12)

for all ω ∈ Ω. This contradicts to the second inequality in (4.4). Hence the hypothesis

(e) of corollary 3.1 holds. Thus all the conditions of Corollary 3.1 are satisfied and hence

an application of it yields that the random equation (4.7) and consequently the FRIE

(4.1) has a random solution on J. This completes the proof.

5. Existence of Extremal Solutions

Now we prove the existence of maximal and minimal random solutions to FRIE (4.1)

under certain additional monotonicity conditions.

Define an order relation ≤ in BM(J,R) with the help of the cone K in BM(J,R)

defined by

K = {x ∈ BM(J,R)|x(t) ≥ 0 ∀t ∈ J}. (5.1)

Clearly the cone K is positive and normal in BM(J,R).

We need the following definitions in the sequel.

Definition 5.1. A random solution xM of the FRIE(4.1) is said to be maximal on

J if x is any other random solution, then x(t, ω) ≤ xM (t, ω) ∀t ∈ J and ω ∈ Ω. Similarly

a minimal random solution xm of the FRIE on J is defined.
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Definition 5.2. A measurable function u : Ω → BM(J,R) is called a lower random
solution of the FRIE (4.1) on J if for each ω ∈ Ω,

u(t) ≤ h(t, u(µ(t), ω), ω)

+[f(t, u(θ(t), ω), ω)]
(

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, u(η(s), ω), ω)ds
)

for all t ∈ J . Similarly a measurable function v : Ω → BM(J,R) is called an upper
random solution of the FRIE (4.1) if the above inequality is satisfied with a reverse
sign.

We consider the following hypotheses in the sequel.

(B0) q, k and f, q define the functions q : J × Ω → R
+, k : J × J × Ω → R

+ and
f, q : J × R × Ω → R

+, where R
+ is the set of all nonnegative real numbers.

(B1) The function g(t, x, ω) is L1
ω-Carathéodory.

(B2) The functions h(t, x, ω)f(t, x, ω) and g(t, x, ω) are nondecreasing in x for all t ∈ J
and ω ∈ Ω.

(B3) The FRIE (4.1) has a lower random solution u and an upper random solution v
on J with u ≤ v.

Remark 5.1. Suppose that the hypotheses (B0) − (B3) hold and define a function
hc : J ×Ω → R by h(t, ω) = |g(t, u(t, ω), ω)|+ |g(t, v(t, ω), ω)|, t ∈ J for all ω ∈ Ω. Then
ω → hc(t, ω) is measurable for all t ∈ J and t→ hc(t, ω) is Lebesgue integrable for each
ω ∈ Ω. Further for each ω ∈ Ω, |g(t, x(t, ω), ω)| ≤ hc(t, ω), a.e. t ∈ J for all x ∈ [u, v].

Theorem 5.1. Assume that the hypotheses (A0)− (A3), (A5)− (A8) and (B1)− (B3)
hold. Then the FRIE (4.1) admits a minimal random solution ξ∗ and a maximal random
solution ξ∗ on J whenever

‖α(ω)‖
[

‖q(ω)‖ +K(ω)‖hc(ω)‖L1

]

+ ‖γ(ω)‖ < 1 (5.2)

for all ω ∈ Ω, where hc is given as in Remark 4.1 Moreover,

ξ∗(ω) = lim
n
xn(ω) and ξ∗(ω) = lim

n
yn(ω),

where

xn+1(t, ω) = h(t, xn(µ(t), ω), ω) +
[

f(t, xn(θ(t), ω), ω)
]

×
(

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, xn(η(s), ω), ω) ds
)

(5.3)

for n ≥ 0 with x0(t, ω) = u(t, ω); and

yn+1(t, ω) = h(t, yn(µ(t), ω), ω) +
[

f(t, yn(θ(t), ω), ω)
]

×
(

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, yn(η(s), ω), ω) ds
)

(5.4)
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for n ≥ 0 with y0(t, ω) = v(t, ω) for all t ∈ J and ω ∈ Ω.

Proof. Let X = BM(J,R). Define the operators A(ω), B(ω), C(ω) : Ω×X → X by
(4.4) (4.5) and (4.6) respectively. We shall show that the operators A(ω), B(ω) and C(ω)
satisfy all the conditions of Corollary 3.1. It is shown as in the proof of the Theorem
4.1 that A(ω) and C(ω) are Lipschitzicians random operators and B(ω) is a completely
continuous random operators on [u, v]. Here the Lipschitz constant of A(ω) is ‖α(ω)‖
and Lipschitz constant of C(ω) is ‖γ(ω)‖. Again M(ω) = ‖B(ω)([a, b])‖. Hypothesis
(B1) implies that the random operators A(ω) and B(ω) are positive on X . We show that
A(ω), B(ω) and C(ω) nondecreasing on X . Let x, y ∈ X be such that x ≤ y. Then for
each ω ∈ Ω,

A(ω)x(t) = f(t, x(t, ω), ω), t ∈ J

≤ f(t, y(θ(t), ω), ω)

= A(ω)y(t), (5.5)

B(ω)x(t) = q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, x(η(s), ω), ω)ds

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, x(η(s), ω), ω)ds

= B(ω)y(t)

and

C(ω)x(t) = h(t, x(µ(t), ω), ω)

= h(t, x(µ(t), ω), ω)

= C(ω)y(t)

for all t ∈ J . This shows that A(ω), B(ω), C(ω) are nondecreasing random operators on
X . Hypothesis (B3) implies that

u(t, ω) ≤ A(ω)u(t)B(ω)u(t) + C(ω)u(t)

for all t ∈ J and ω ∈ Ω and

v(t, ω) ≥ A(ω)v(t)B(ω)v(t) + C(ω)v(t)

for all t ∈ J and ω ∈ Ω.
Finally

M(ω) = ‖B(ω)([u, v])‖

= sup{‖B(ω)x‖ : x ∈ [u, v]}

= max

{

max
t∈J

q(t, ω) + max
t∈J

∫ σ(t)

t0

|k(t, s, ω)||g(s, x(η(s), ω), ω)|ds

}

≤ ‖q(ω)‖ +K(ω)‖hc(ω)‖L1
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and hc is a function given in remark 4.1. Therefore we have

α(ω)M(ω) + β(ω) = ‖α(ω)‖[‖q(ω)‖ +K(ω)‖hc(ω)‖L1 ] + ‖γ(ω)‖

< 1 ∀ ω ∈ Ω.

Hence an application of Corollary 3.1 yields that the FRIE has a minimal random

solution ξ∗ in [u, v] given by (4. 13) and (4. 14) respectively. This completes the proof.

We note that hypothesis (B3) can be replaced with the following condition: (B4)

There exist measurable functions l1, m1 : Ω → BM(J,R), l2, l3, m2, m3 : Ω →

BM(J,R+) such that

l1(t, ω) ≤ h(t, x, ω) ≤ m1(t, ω)

l2(t, ω) ≤ f(t, x, ω) ≤ m2(t, ω)

and

l3(t, ω) ≤ g(t, x, ω) ≤ m3(t, ω)

for all t ∈ J , x ∈ R and ω ∈ Ω.

Theorem 5.2. Assume that the hypotheses (A0) − (A3), (A4) − (A8), (B1) − (B2)

and (B4) hold. Then the FRIE (4.1) has a minimal and a maximal random solution on

J , whenever

‖α(ω)‖K(ω)‖hl(ω)‖L1 + ‖γ(ω)‖ < 1

for all ω ∈ Ω, where hl(t, ω) = l3(t, ω) +m3(t, ω) ∀t ∈ J and ω ∈ Ω.

Proof. Define the function u, v : Ω ∈ BM(J,R) by

u(t, ω) = l1(t, ω) + l2(t, ω)
(

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)l3(s, ω)ds
)

and

v(t, ω) = m1(t, ω) +m2(t, ω)
(

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)m3(s, ω) ds
)

for all t ∈ J and ω ∈ Ω. We show that the function u and v are respectively the lower

and upper random solutions of the FRIE (4.1) on J . To see this, by hypothesis (B4),

l1(t, ω) ≤ h(t, x(µ(t), ω), ω)

0 ≤ l2(t, ω) ≤ f(t, x(θ(t), ω), ω)

and

0 ≤ q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)l3(s, ω)ds ≤

∫ σ(t)

t0

k(t, s, ω)g(s, x(η(s), ω), ω) ds



RANDOM FIXED POINT THEOREMS AND INTEGRAL EQUATIONS 341

for all t ∈ J , ω ∈ Ω and x ∈ BM(J,R). Hence by Lemma 3.1,

u(t, ω) = h(t, u(µ(t), ω), ω)

+f(t, u(θ(t), ω), ω)]
(

q(t, ω) +

∫ σ(t)

t0

k(t, s, ω)g(s, x(η(s), ω), ω) ds
)

for all t ∈ J and ω ∈ Ω This shows that the function u : Ω → BM(J,R) is a lower
random solution of the FRIE (4.1) on J . Similarly it is proved that the function v is
an upper random solution of the FRIE (4.1) on J . The rest of the proof is similar to
Theorem 4.2. We omit The details.

6. Applications

6.1. Random initial value problems

Given a measurable space (Ω,A) and given a closed and bounded interval J = [0, 1] in
R, consider the initial value problems of ordinary functional random differential equation
(in short : FRDE) of neutral type,

(

x(t, ω) − h(t, x(µ(t), ω), ω)

f(t, x(θ(t), ω), ω)

)′

= g(t, x(η(t), ω), ω), a.e. t ∈ J

x(0, ω) = q(ω)







(6.1)

for all ω ∈ Ω where q : Ω → R is measurable µ, θ, η : J → J , f : J × R × Ω → R − {0}
and h : J × R × Ω → R are continuous and g : J × R × Ω → R. By the solution of the
FRDE (6.1) we mean a function x ∈ AC(J,R) that satisfies (6.1), where AC(J,R) is a
space of all absolutely continuous real-valued functions on J .

Notice that
AC(J,R) ⊂ C(J,R) ⊂ BM(J,R).

An existence theorem for FRDE (6.1) is

Theorem 6.1. Assume that the hypothesis (A3)− (A8) hold. Further if there exists
a real number r > 0 such that

‖α(ω)‖[‖q(ω)‖ + ‖φ(ω)‖L1ψ(r)] + ‖γ(ω)‖ < 1

and

r ≤
H(ω) + F (ω)[‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r)]

1 − ‖α(ω)‖
[

‖q(ω)‖ +K(ω)‖φ(ω)‖L1 ψ(r)
]

− ‖γ(ω)‖
(6.2)

for all ω ∈ Ω, then the FRDE (6.1) has a random solution on J .

Proof. The FRDE (6.1) is equivalent to the FRIE

x(t, ω) = h(t, x(µ(t), ω), ω)

+
[

f(t, x(θ(t), ω), ω)
]

(

b(ω) +

∫ t

0

g(s, x(η(s), ω), ω)ds
)

(6.3)
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for all t ∈ J and ω ∈ Ω, where b(ω) =
q(ω) − h(0, q(ω), ω)

f(0, q(ω), 0)
.

Since AC(J,R) ⊂ BM(J,R), the desired conclusion follows by an application of
Theorem 4.1 with σ(t) = 1, q(t, ω) = b(ω) and k(t, s, ω) = 1, for all t, s ∈ J and ω ∈ Ω.

The proof is complete.

To prove the existence of the extremal random solutions of the FRDE (6.1), we need
the following definition.

Definition 6.1. A measurable function u : Ω → AC(J,R) is called a lower random

solution of the FRDE (6.1) if for each ω ∈ Ω.

(

u(t, ω) − k(t, u(µ(t), ω), ω)

f(t, x(θ(t), ω), ω)

)′

≤ g(t, x(η(t), ω), ω), a.e. t ∈ J,

u(0, ω) ≤ q(ω)

for all t ∈ J . Similarly a measurable function v : Ω → AC(J,R) is called an upper
random solution of the FRDE (6.1) if the above inequalities are satisfied with a reverse

sign.

Definition 6.2. A random solution xM of the FRDE (6.1) is called maximal if
for any other random solution x, we have x(t, ω) ≤ xM (t, ω) for all t ∈ J and ω ∈ Ω.

Similarly a minimal random solution xm of the FRDE (6.1) is defined.

Theorem 6.2. Assume that the hypotheses (A5)−(A8) and (B1)−(B2) hold. Suppose
that FRDE (6.1) has a lower random solution u and an upper random solution v such
that u ≤ v. Further if

‖α(ω)‖(|b(ω)| + ‖hc(ω)‖L1) + ‖γ(ω)‖ < 1, (6.4)

for all ω ∈ Ω, where hc is given in Remark 4.1, then the FRDE (6.1) has a minimal
random solution ξ∗ and a maximal random solution ξ∗ in [u, v]. Moreover

ξ∗(ω) = limxn(ω) and ξ∗(ω) = lim yn(ω),

where

xn+1(t, ω) = h(t, xn(µ(t), ω), ω) +
[

f(t, xn(θ(t), ω), ω)
]

×
(

b(ω) +

∫ t

0

k(t, s, ω)g(s, xn(η(s), ω), ω)ds
)

(6.5)

for n ≥ 0 with x0(t, ω) = u(t, ω); and

yn+1(t, ω) = h(t, yn(µ(t), ω), ω) +
[

f(t, yn(θ(t), ω), ω)
]

×
(

b(ω) +

∫ t

0

k(t, s, ω)g(s, yn(η(s), ω), ω) ds
)

(6.6)
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for n ≥ 0 with y0(t, ω) = v(t, ω) for all t ∈ J and ω ∈ Ω.

Proof. The proof is similar to Theorem 5.1 and now the conclusion follows by an
application of Theorem 4.2.

6.2. Integral equation in radiative heat transfer

The deterministic Chandresekhar’s H-equation in the radiative heat transfer is

x(t) = 1 + x(t)

∫ t

0

t/(t+ s)ψ(s)x(s) ds (6.7)

for all t ∈ J = [0, 1] ⊂ R, where ψ : J → R is Lebesgue integrable. Attempts have been
made to obtain the existence theorems for the integral equation (6.7) under suitable
conditions on the function ψ involved in it. The following existence result is noteworthy.

Theorem 6.3.(Chandresekhar [6]) If
∫ t

0 ψ(s)ds ≤ 1/2, then the integral equation
(6.7) is approximately strongly solvable.

We note that the process of radiative heat transfer involves the coefficient of heat
transfer which may depend upon the medium of heat conduction. Hence the random
version of the integral equation (6.7) is more appropriate to the needs of a specialist
engaged in the accurate study of the underlined phenomenon. Below in the following
section, we shall prove the existence theorem for the random version of integral equation
(6.7) under suitable conditions.

6.3. Random version of Chandresekhar’s H-equation

Given a measurable space (Ω,A) and given a closed and bounded interval J = [0, 1]
in R, consider the random integral equation

x(t, ω) = 1 + x(t, ω)

∫ t

0

t/(t+ s)ψ(s, ω)x(s, ω)ds (6.8)

for all t ∈ J and ω ∈ Ω, where ψ : Ω → L1(J,R) is measurable. We shall obtain an
existence result for the RIE (6.8) in the space BM(J,R) of all bounded and measurable
real valued functions on J .

Theorem 6.4. Suppose that there exists a real number r > 1 satisfying

‖ψ(ω)‖L1 ≤
1

r
(6.9)

for all ω ∈ Ω. Then the RIE (6.8) has a random solution on J .

Proof. Let X = BM(J,R) which is clearly a Banach algebra with respect to a norm

‖x‖BM = max
t∈J

‖x(t)‖
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and the product (x.y)(t) = x(t)x(t), for every t ∈ J . Consider a closed ball Br(0) in X
centered at origin 0 of radius r, where r satisfies the inequality (6.9). Define the operators
A, B, C : Ω ×Br(0) → X by

A(ω)x(t) = x(t, ω), t ∈ J, (6.10)

B(ω)x(t) =

∫ 1

0

t

(t+ s)
ψ(s, ω)x(t, ω) ds, t ∈ J (6.11)

and
C(ω)x(t) = 1, t ∈ J (6.12)

for all ω ∈ Ω.

Without loss of generality we may assume that ‖ψ(ω)‖L1 ≤
r − 1

r2
, since we have that

r − 1

r2
<

1

r
. Then it is easy to verify that A(ω), B(ω), C(ω) are random operators and

satisfy all the conditions of Corollary 2.1 and hence an application of it yields that RIE
(6.8) has a random solution on J .

Remark 6.1. The special case when r = 2 in (6.9), we obtain an existence result for
the integral equation (6.7) similar to the Theorem 6.3 with a simple but different method
from that given in Chandresekhar [6].
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