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SOME APPLICATIONS OF CERTAIN INTEGRAL OPERATORS

INVOLVING FUNCTIONS

WITH BOUNDED RADIUS ROTATIONS

KHALIDA INAYAT NOOR, BUSHRA MALIK AND SYED ZAKAR HUSSAIN BUKHARI

Abstract. Integral transforms map equations from their original domains into others

where manipulations and solutions may be much easier than in original domains. To

get back in the original environment, we use the idea of inverse of the integral transform.

A function analytic and locally univalent in a given simply connected domain is said to

be of bounded boundary rotation if its range has bounded boundary rotation which is

defined as the total variation of the direction angle of the tangent to the boundary curve

under a complete circuit.

The main objective of the present article is to study some applications of certain

integral operators to functions of bounded radius rotation involving Janowski functions.

We discuss some inclusion results under certain assumption on parameters involve in

operators as well as in related subclasses of analytic functions. Most of these results are

best possible. We also relate our findings with the existing literature of the subjects.

1. Introduction

Let H (U) represent the class of all analytic functions f defined in the open unit disk

U := {z ∈C : |z| < 1} and for a positive integer n and a ∈ C, let

H [a,n] :=
{

f ∈H (U) : f (z) = a +an zn
+an+1zn+1

+ . . .
}

.

Also, the subclass A of the class H [a,n] is defined as:

A :=
{

f ∈H [0,1] : f ′(0) = 1
}

. (1.1)

The class of univalent functions is represented by S and it is a subclass of the class A , whereas,

S
∗,C ,K and Q are the well-known classes of starlike, convex, close-to-convex and quasi-

convex functions respectively. The Hadamard product or convolution for f and g is given

by (
f ∗ g

)
(z) = z +a2b2z2

+a3b3z3
+ ... (z ∈U) ,
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where f is defined by (1.1) and g (z) = z + a2z2 + a3z3 + .... For f , g ∈ H (U), we say that f is

subordinate to g and write as f (z) ≺ g (z), if there exists a Schwarz function w , that is, w ∈

H (U) with w (0) = 0 and |w (z)| < 1, such that f (z) = g (w (z)), z ∈ U. Let P denote the well-

known class of Carathéodory functions p such that p ∈ H (U), with p(0) = 1 and Re p(z) >

0, z ∈U. Also P
(
̺
)

represents the class of Carathéodory functions p such that p ∈H (U) with

p(0) = 1 and Re p(z) > ̺,
(
0 ≤ ̺< 1, z ∈U

)
. For details, see [5]. Using subordination defined

above, Janowski [6] introduced the class P [A,B ] for −1 ≤ B < A ≤ 1. A function p analytic

in U such that p(0) = 1 belongs to the class P [A,B ], if p(z) = 1+Aw(z)
1+B w(z) , where w is a Schwarz

function. Geometrically, the image p(U) of p ∈P [A,B ] lies inside the open unit disk centered

on the real axis with diameter ends at p(−1) and p(1). Clearly P [A,B ] ⊂ P
(

1−A
1−B

)
. For a

general bilinear transformation 1+A1z
1+B1z

, A1 ∈ C, B1 ∈ [−1,0] and A1 6= B1, the class P [A1,B1]

consists of functions p with p(0) = 1 and p(z) ≺ 1+A1z
1+B1z , see [16].

A functions p analytic in U such that p(0) = 1 belongs to the class Pk [A,B ], if and only if

p(z)=
1

2

∫π

−π

1+ Aze−i t

1+B ze−i t
dϕ (t ) (−1 ≤ B < A ≤ 1,k ≥ 2, z ∈U) ,

where ϕ is a real valued function of bounded variation on [−π,π] that satisfies the conditions∫π
−π dϕ (t )= 2 and

∫π
−π |dϕ (t ) | ≤ 2 or equivalently, p ∈Pk [A,B ] if and only if there exist p1, p2 ∈

P [A,B ] such that

p(z)=

(
k

4
+

1

2

)
p1(z)−

(
k

4
−

1

2

)
p2(z) (k ≥ 2, z ∈U) . (1.2)

From (1.2), we note that Pk [1−2̺,−1] = Pk

(
̺
)
, see [20] and Pk [1,−1] = Pk , for reference,

see [23]. The classes Vk [A,B ] and Rk [A,B ] are related to the class Pk [A,B ] can be defined as:

f ∈Vk [A,B ] ⇐⇒

(
z f ′(z)

)′

f ′(z)
∈Pk [A,B ] and f ∈ Rk[A,B ] ⇐⇒

z f ′(z)

f (z)
∈Pk [A,B ].

For various related classes, we refer [1, 2, 3, 8, 9, 12, 13, 14, 15, 24]. For f ∈A , we consider the

following one parameter families of integral operators

I
µ
η f (z) =

(η+1)µ

Γ(µ)zη

∫z

0
t (η−1)

(
log

z

t

)(µ−1)
f (t )d t ,

ℑ
µ
η f (z) =

(
µ+η

η

)
µ

zη

∫z

0
t (η−1)

(
1−

t

z

)(µ−1)

f (t )d t ,

and Jη f (z) =
η+1

zη

∫z
0 t (η−1) f (t )d t , where µ ≥ 0, η > −1, z ∈ U, Γ denotes the familiar gamma

function and
(µ
η

)
=

Γ(µ−1)

Γ(µ−η+1)Γ(η+1)
. The operator I

µ
η was studied by Patel et al. [22] and the op-

erators I
µ
η , Jη were introduced by Jung et al. [7]. Later Owa [21] investigated certain properties

of the operators Iµ and ℑ
µ
η . For η > −1, the operator Jη is the generalized Bernardi-Libera-

Livingston integral operator studied by Owa and Srivasrava [19] and Srivastava and Owa [25].
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For η = 1,2, . . . , the operator Jη was studied by Bernardi [25] and J1 is the Libera integral op-

erator [10]. Using the integral representation of gamma and beta functions, it can be shown

that for f ∈A :

I
µ
η f (z) = z +

∞∑

n=2

(
η+1

η+n

)α
an zn , (1.3)

ℑ
µ
η f (z) =

(
µ+η

η

)
z 2F1(1,η,µ+η; z)∗ f (z), (1.4)

and

Jη f (z) = z +
∞∑

ν=2

(
η+1

η+ν

)
aνzν, (1.5)

where µ ≥ 0, η > −1, z ∈ U. By virtue of (1.3), (1.4), (1.5) and µ ≥ 0, η > −1, we have the

following identities:

z
(
I
µ
η f (z)

)′
= (η+1)I

µ−1
η f (z)−ηI

µ
η f (z), z ∈U (1.6)

and

z
(
ℑ
µ
η f (z)

)′
= (µ+η)ℑ

µ−1
η f (z)− (µ+η−1)ℑ

µ
η f (z). (1.7)

2. Preliminaries

To establish our main results, we will use the following lemmas.

Lemma 1. Let δ, γ with Re(δ+γ) > 0 and let A1 ∈C, B1 ∈ [−1,0] satisfy either

Re
[
δ(1+ A1B1)+γ(1+B 2

1 )
]
≥

∣∣∣δA1 +δB1 +B1(γ+γ)
∣∣∣ ,

when B1 ∈ (−1,0] or δ(1+ A1) > 0 and Re
[
δ(1− A1)+2γ

]
≥ 0, when B1 =−1. If p(0) = 1satisfies

p(z)+
zp ′(z)

δp(z)+γ
≺

1+ A1z

1+B1z
(z ∈U) , (2.1)

then p(z) ≺ q(z) ≺ 1+A1z
1+B1z , z ∈U, where q(z)+

zq ′(z)

δq(z)+γ =
1+A1z
1+B1z (z ∈U) has univalent solution

in U given by

q(z)=





(
δ

∫1
0

[
1+B1t z
1+B1z

]δ
(

A1
B1

−1
)

t (δ+γ−1)d t

)−1

−
γ
δ , B1 6= 0

(
δ

∫1
0 eδA1(t−1)z t (δ+γ−1)d t

)−1
−

γ
δ , B1 = 0.

(2.2)

In addition q is the best dominant of (2.1).

Lemma 2. Let α be a positive measure on the unit interval I = [0,1]. Let g (t , z) be a function

analytic in U for each t ∈ I and integrable in t for each z ∈U and for almost all t ∈ I . Suppose

that Re{g (t , z)} > 0 in U, g (t ,−r ) is real for r and Re
(

1
g (t ,z)

)
≥

1
g (t ,−r ) for |z| ≤ r < 1 and t ∈ I . If

g (z) =
∫

I g (t , z)dα(t ), then Re
(

1
g (z)

)
≥

1
g (−r ) , |z| ≤ r .
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Lemma 3. For real or complex numbers a, b, c (c 6= 0,−1,−2, . . .) and Rec > Reb > 0, we have

∫1

0
t b−1(1− t )c−b−1(1− t z)−a d t =

Γ (b)Γ(c −b)

Γ (c)
2F1(a,b,c ; z) (z ∈U) , (2.3)

where

2F1(a,b,c ; z)= (1− z)−a
2F1

(
a,c −b,c ;

z

1− z

)
(2.4)

and 2F1(a,b,c ; z)= 2F1(b, a,c ; z).

For the proof of the above lemmas, we refer [11].

Lemma 4. Let p ∈P (̺) with p(0) = 1, 0≤ ̺< 1. Then

Re p(z)> 2̺−1+
2(1−̺)

1+|z|
(z ∈U) .

Lemma 5. Let pi ∈P (̺i ) : pi (0) = 1, 0 ≤ ̺i < 1, i = 1,2. Then p1∗p2 ∈P (̺3) for ̺3 = 1−2(1−

̺1)(1−̺2). This result is best possible.

For reference of Lemma 4 and Lemma 5, see [21] and [26] respectively.

3. Main results

Theorem 1. Let f ∈A be such that

ℑ
µ−2
η f (z)

ℑ
µ−1
η f (z)

∈Pk [A1,B1] (z ∈U) , (3.1)

for −1 ≤ B1 ≤ 0, A1 6= B1, k ≥ 2, µ≥ 2, η>−1 and µ+η−1 > 0. Then

ℑ
µ−1
η f (z)

ℑ
µ
η f (z)

∈Pk [A∗
1 ,B1], A∗

1 =
(µ+η−1)A1 +B1

µ+η
(z ∈U) .

(i) Further, if f ∈A satisfies (3.1), then we have

ℑ
µ−1
η f (z)

ℑ
µ
η f (z)

≺
1

(µ+η)Q(z)
= q̃(z),

where

Q(z)=





∫1

0

[
1+B1t z

1+B1z

](µ+η−1)
(

A1
B1

−1
)

t (µ+η−1)d t , B1 6= 0
∫1

0
t (µ+η−1)e (µ+η−1)A1(t−1)z d t , B1 = 0

(3.2)
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(ii) Moreover, if −1 ≤ B1 < 0, and B1 < Re A1 ≤ min
{

−2B1

µ+η−1 ,
µ+η−B1

µ+η−1

}
, then for f ∈A satisfying

(3.1), we have
ℑ

µ−1
η f (z)

ℑ
µ
η f (z)

∈Pk (̺1), where

̺1 =

[
2F1

(
1,

(µ+η−1)(B1 − A1)

B1
,µ+η+1;

B1

B1 −1

)]−1

. (3.3)

This result is best possible.

Proof. Let
ℑ
µ−1
η f (z)

ℑ
µ
η f (z)

= p(z) =

(
k

4
+

1

2

)
p1(z)−

(
k

4
−

1

2

)
p2(z) (z ∈U) , (3.4)

where p is analytic in U with p(0) = 1. On logarithmic differentiation of (3.4) and using (1.7),

we obtain
ℑ
µ−2
η f (z)

ℑ
µ−1
η f (z)

=
(µ+η)p(z)−1

(µ+η−1)
+

zp ′(z)

(µ+η−1)p(z)
(z ∈U) . (3.5)

From (3.4), we can write

(µ+η)p(z)−1

(µ+η−1)
=

(
k

4
+

1

2

)
(µ+η)p1(z)−1

(µ+η−1)
−

(
k

4
−

1

2

)
(µ+η)p2(z)−1

(µ+η−1)
.

Let
(µ+η)p(z)−1

(µ+η−1)
=ψ(z) =

(
k

4
+

1

2

)
ψ1(z)−

(
k

4
−

1

2

)
ψ2(z) (z ∈U) ,

where ψi (z) =
(µ+η)pi (z)−1

(µ+η−1) , i = 1,2, z ∈U. Thus (3.5) becomes

ℑ
µ−2
η f (z)

ℑ
µ−1
η f (z)

=ψ(z)+
zψ′(z)

(µ+η−1)ψ(z)+1
(z ∈U) . (3.6)

On simplification as in [12] and [17], we have

ψ(z)+
zψ′(z)

Dψ(z)+1
=

k +2

4

(
ψ1(z)+

zψ′
1(z)

Dψ1(z)+1

)
−

k −2

4

(
ψ2(z)+

zψ′
2(z)

Dψ2(z)+1

)
,

where D =µ+η−1. From (3.6), it is clear that

ψi (z)+
zψ′

i
(z)

(µ+η−1)ψi (z)+1
∈P [A1,B1] for i = 1,2.

Now using Lemma 1 for δ=µ+η−1, γ= 1 : δ+γ=µ+η> 0, we have

ψi (z) ≺ q(z)≺
1+ A1z

1+B1z
(z ∈U) , (3.7)

where q is the best dominant and is given by (2.2) for δ=µ+η−1 and γ= 1. Again from (3.7),

we have

pi (z) ≺
1

(µ+η)Q(z)
(z ∈U) ,



30 KHALIDA INAYAT NOOR, BUSHRA MALIK AND SYED ZAKAR HUSSAIN BUKHARI

where Q is given by (3.2). Next we show that

Inf
|z|<1

{
Re q(z)

}
= q(−1). (3.8)

Setting a = (µ+η−1) (B1−A1)
B1

, b =µ+η and c =µ+η+1 so that µ+η+1 >µ+η> 0 in (3.2) and

by using (2.3), (3.6) and (3.7), we see that for B1 6= 0

Q(z)= (1+B1z)a

∫1

0
t b−1(1+B1t z)−ad t =

Γ (b)

Γ (c)
2F1

(
1, a,c ;

B1z

B1z +1

)
. (3.9)

To prove (3.8), we have to show that

Re

(
1

Q(z)

)
≥

1

Q(−1)
(z ∈U) .

Again from (3.2) and (3.9) for −1 ≤ B1 < 0 such that

B1 <Re A1 ≤ min

{
−2B1

µ+η−1
,
µ+η−B1

µ+η−1

}
,

we have

Q(z) =

∫1

0
g (t , z)dα(t ) (z ∈U) ,

where g (t , z) = 1+B1z
1+(1−t )B1z and

dα(t ) =
Γ (b)

Γ (c)Γ(c −b)
t a−1(1− t )c−a−1d t

is positive measure on [0,1]. For −1 ≤ B1 < 0, we find that Re g (t , z) > 0, where g (t ,−r ) is real

for |z| ≤ r < 1, t ∈ [0,1] and

Re

(
1

g (t , z)

)
= Re

(
1+ (1− t )B1z

1+B1z

)
≥

1+ (1− t )B1r

1−B1r
=

1

g (t ,−r )
.

Thus by making use of Lemma 2 and letting r → 1−, we prove that Re 1
Q(z) ≥ Re 1

Q(−1) , z ∈U. In

the case A1 = ̺0 = min
{

−2B1

µ+η−1 ,
µ+η−B1

µ+η−1

}
, we have the required result by taking A1 → ̺+0 . The

result is best possible because of best dominant property of q . ���

For special cases, we refer, [15, 19].

Theorem 2. Let µ≥ 2, η>−1 and µ+η> 1. If f ∈A satisfies

ℑ
µ−2
η f (z)

ℑ
µ−1
η f (z)

∈Pk [A1,B1] (z ∈U) ,

for A1 ∈ C, −1 ≤ B1 < 0, A1 6= B1 and B1 < Re A1 ≤ min
{

−2B1

µ+η−1 ,
µ+η−B1

µ+η−1

}
, then ℑ

µ
η f ∈ Rk (̺0),

where ̺0 = (µ+η)(1−̺1) and ̺1 is defined by (3.3).
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Proof. From (1.7), we have

1+
1

µ+η

{
z
(
ℑ
µ
η f (z)

)′

ℑ
µ
η f (z)

−1

}
=

ℑ
µ−1
η f (z)

ℑ
µ
η f (z)

(z ∈U) .

By applying Theorem 1, we have

1+
1

µ+η

{
z
(
ℑ
µ
η f (z)

)′

ℑ
µ
η f (z)

−1

}
∈Pk (̺1),

where ̺1 is defined by (3.3). This yields the required result. ���

Theorem 3. Let f ∈A satisfies

I
µ−2
η f (z)

I
µ−1
η f (z)

∈Pk [A1,B1], (k ≥ 2,µ≥ 2,η>−1, z ∈U), (3.10)

for A1 ∈C, B1 ∈ [−1,0], A1 6=B1 and µ+η−1 > 0, then

I
µ−1
η f (z)

I
µ
η f (z)

≺
1

(η+1)Q(z)
=�q(z)≺Pk [A1,B1] (z ∈U) , (3.11)

where Q (z) =
∫1

0

[
1+B1t z
1+B1z

](η+1)
(

A1
B1

−1
)

tηd t for B1 6= 0 and Q (z) =
∫1

0 tηe (η+1)A1(t−1)z d t when B1 =

0. Also q is the best dominant of (3.2). Furthermore, if −1 ≤ Re A1 ≤ 1, then

I
µ−1
η f (z)

I
µ
η f (z)

∈Pk (̺) (z ∈U) ,

where ̺=
1

2F1

(
1,

(η+1)(B1−A1)

B1
,η+2;

B1
B1−1

) . The result is best possible.

Proof. Set

I
µ−1
η f (z)

I
µ
η f (z)

= p(z) =

(
k

4
+

1

2

)
p1(z)−

(
k

4
−

1

2

)
p2(z) (z ∈U) , (3.12)

where p is analytic in U with p(0) = 1. One logarithmic differentiation on both sides of (3.12)

and using the identity (1.6), we have

I
µ−2
η f (z)

I
µ−1
η f (z)

= p(z)+
zp ′(z)

(η+1)p(z)
(z ∈U) .

From (3.10), we have

p(z)+
zp ′(z)

(η+1)p(z)
∈Pk [A1,B1].
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Using (3.12) and the same convolution technique used in Theorem 1, we have

pi (z)+
zp ′

i
(z)

(η+1)pi (z)
∈P [A1,B1], i = 1,2 (z ∈U) . (3.13)

Now using Lemma 1 for δ= η+1, γ= 0 and −1 ≤ Re A1 ≤ 1,

pi (z) ≺ q(z)≺
1+ A1z

1+B1z
(z ∈U) ,

where q is best dominant of (3.13) and is given by (2.2), this proves (3.11). Proceeding as in

Theorem 1, the remaining part of Theorem 3 follows. ���

For η= 1, A1 = 1−2̺, B1 =−1, 0 ≤ ̺< 1 and k = 2, if f ∈A satisfies

Iµ−2 f (z)

Iµ−1 f (z)
∈P (̺), 0 ≤̺< 1 (z ∈U) ,

then
Iµ−1 f (z)

Iµ f (z)
∈P (̺1), where ̺1 =

1

2F1(1,4(1−̺),3; 1
2 )

.

This improves the result of Owa [18].

Theorem 4. Let µ> 1, η>−1, λ< 1 and −1 ≤ Bi < Ai ≤ 1 for i = 1,2. If

(1−λ)
ℑ
µ−1
η fi (z)

z
+λ

ℑ
µ
η fi (z)

z
∈Pk [Ai ,Bi ], i = 1,2, k ≥ 2 (z ∈U) , (3.14)

then

(1−λ)
ℑ
µ−1
η F (z)

z
+λ

ℑ
µ
ηF (z)

z
∈Pk (1−2̺,−1) (z ∈U) ,

where F = f1 ∗ f2 and ̺ = 1−
4(A1−B1)(A2−B2)

(1−B1)(1−B2)

(
1−χ

∫1
0

uχ−1

1+u
du

)
for χ =

µ+η
1−λ

. The result is sharp

when B1 = B2 =−1.

Proof. Set Hi (z) = (1 −λ)
ℑ

µ−1
η fi (z)

z
+λ

ℑ
µ
η fi (z)

z
, i = 1,2, z ∈ U. From (3.14), we see that Hi ∈

Pk [Ai ,Bi ] ⊂Pk

(
1−Ai

1−Bi

)
, i = 1,2, z ∈U. Let

Hi (z) =

(
k

4
+

1

2

)
hi (z)−

(
k

4
−

1

2

)
pi (z), i = 1,2 (z ∈U) ,

where hi , pi ∈P (̺i ), i = 1,2. By making use of (1.7) and (3.4), we obtain

ℑ
µ
η fi (z) = χz1−χ

∫z

0
tχ−1Hi (t )d t , i = 1,2,χ=

µ+η

1−λ
, z ∈U. (3.15)

Using above equation (3.15), a simple computation shows that

ℑ
µ
ηF (z) = χz1−χ

∫z

0
tχ−1H (t )d t ,χ=

µ+η

1−λ
, z ∈U, (3.16)
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where H (z) =χz1−χ
∫z

0 tχ−1(H1 ∗H2)(t )d t . For χ=
µ+η
1−λ , we can also write

H (z)=
k +2

4
χz1−χ

∫z

0
tχ−1(h1 ∗h2)(t )d t −

k −2

4
χz1−χ

∫z

0
tχ−1(p1 ∗p2)(t )d t . (3.17)

From Lemma 5, we have h1 ∗h1 ∈P (̺3) and p1 ∗p1 ∈P (̺3), where ̺3 = 1−2(1−̺1)(1−̺2).

Now using (3.16), (3.17) and Lemma 4, we have

Reχz1−χ
∫z

0
tχ−1(h1 ∗h2)(t )d t > 1−

4(A1 −B1)(A2 −B2)

(1−B1)(1−B2)

(
1−χ

∫1

0

uχ−1

1+u
du

)
,

where χ=
µ+η
1−λ

. Similarly, for χ=
µ+η
1−λ

, we can prove

Re

{
χz1−χ

∫z

0
tχ−1(p1 ∗p2)(t )d t

}
> 1−

4(A1 −B1)(A2 −B2)

(1−B1)(1−B2)

(
1−χ

∫1

0

uχ−1

1+u
du

)
.

When B1 = B2 = −1, we consider the functions fi ∈ A , i = 1,2, which satisfy the condition

(3.14) and is given by

ℑ
µ
η fi (z)= χz1−χ

∫z

0
tχ−1

{
k +2

4

1+ Ai t

1− t
−

k −2

4

1+ Ai t

1− t

}
d t ,

where χ=
µ+η
1−λ

. It follows from (3.16) that for χ=
µ+η
1−λ

, we have

H (z)=
k +2

4
χ

∫1

0
uχ−1

(
1− A1,2 +

A1,2

1−uz

)
du −

k −2

4
χ

∫1

0
uχ−1

(
1− A1,2 +

A1,2

1−uz

)
du.

where A1,2 = (1+A1)(1+A2). Therefore H (z)→ 1−(1+A1)(1+A2)
(
1−χ

∫1
0

uχ−1

1+u du
)

for z →−1+

and χ=
µ+η
1−λ . Thus the proof is completed. ���
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[9] S. Kanas and D. K.-Smęt, Harmonic mappings related to functions with bounded boundary rotation and norm

of the pre-Schwarzian derivative, Bull. Korean Math. Soc., 51(3)(2014), 803–812.

[10] R. J. Libera, Some classes of regular univalent functions, Proc. Amer. Math. Soc., 16(1965), 755–758.

[11] S. S. Miller and P. T. Mocanu, Differential subordination theory and applications, M. Dekker Inc., N.Y., 2000.

[12] K. I. Noor, On a generalization of α−convexity, J. Inequal. Pure Appl. Math., 8(16) (2007), 4 pp.

[13] K. I. Noor and S. Z. H. Bukhari, On analytic functions related with generalized Robertson functions, Appl.

Math. Comput., 215(2009), 2965-2970.

[14] K. I. Noor and N. E. Cho, Some convolution properties of certain classes of analytic functions, Appl. Math.

Lett., 21(11)(2008), 1155–1160.

[15] K. I. Noor and A. Muhammad, On analytic functions with generalized bounded Mocanu variation, Appl.

Math. Comput., 196(2008), 802–811.

[16] K. I. Noor, Applications of certain operators to the classes related with generalized Janowski functions, Integral

Transforms Spec. Funct., 21(8)(2010), 557–567.

[17] K. I. Noor and S. Hussain, On certain analytic functions associated with Ruscheweyh derivatives and bounded

Mocanu variation, J. Math. Anal. Appl., 340(2008), 1145–1152.

[18] S. Owa, Properties of certain integral operators, G. Math. J., 2(5)(1995), 535–545.

[19] S. Owa and H. M. Srivastava, Some applications of the generalized Libera operator, Proc. Japan Acad.,

62(1986), 125–128.

[20] K. Padmanabhan and R. Parvatham, Properties of a class of functions with bounded boundary rotation, Ann.

Polon. Math., 31(1975), 311–323.

[21] D. Z. Pashkouleva, The starlikeness and spiral-convexity of certain subclasses of analytic functions in Current

Topics in Analytic Function Theory, 266–273, World Sci., Singapore, 1992.

[22] J. Patel and P. Sahoo, Some applications of differential subordination to certain one parameter families of

integral operators, Indian J. Pure Appl. Math., 35(10)(2004), 1167–1177.

[23] B. Pinchuk, Functions with bounded boundary rotation, Israel J. Math., 10(1971), 7–16.
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