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ON APPLICATIONS OF DIFFERENTIAL SUBORDINATION AND
SUPERORDINATION

N. MARIKKANNAN AND C. GANESAMOORTHY

Abstract. In the present investigation we obtain the sufficient conditions for normalized analytic functions f to

satisfy
2

i
z2 f/

where ¢ and ¢ are univalent functions with g;(0) = g2(0) = 1. Also we obtain the sandwich results involving

q1 < <4q2,

Carlson-Shaffer linear operator, Salagean derivative and Ruscheweyh derivative.

1. Introduction
Let «/ be the class of normalized analytic functions f in the open unit disk A := {z e C:

|z| < 1} satisfying f(0) = f'(0) — 1 = 0. For two functions f and g given by

f(@:=z+) fuz" and g(2):=z+ ) guz",
n=2

n=2

their Hadamard product or convolution is defined as
(e
(f*8 @) =2+ ) fugnz".
n=2

Define the function ¢(a, c; z) by
(o]

pla,cz) =) %z”“ (c#0,-1,-2,...;z€A),
n=0 n

where (1), is the Pocchhammer symbol defined by

1 (n=0)

(/1)112:{/1(/1_{_1)(/1_{_2)...(/14_”_1) (n=1,2,3...).

Corresponding to the function ¢(a, ¢; z) Carlson-Shaffer [5] introduced an operator L(a, ¢) for
f € o using Hadamard product as follows:

L(a,c)f(2) :== ¢(a,c;2) * f(2)
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X (@)y

=1 (O)n

afn+lzn+1-

= z+

Note that L(a,a) f = f; L(2,1)f = zf" and L(§ +1,1) f = D° f, where D° f is the Ruscheweyh
derivative of order & [6].
Sélagean derivative operator of order m [7] for f € </, denoted by 2" f, defined as

o0
2" f(2)=z+ ) n"anz".
n=2
Note that 2°f = fand 2 f = zf'.

Let A denotes the class of functions analytic in A and .#’[a, n] denotes the subclass of
A€ consisting of functins of the form f(z) = a+ a,z" + an+12" +---. For two analytic func-
tions f,F € A we say F is superordinate to f, if f is subordinate to F. Let p, h € # and let
o(r,8,1;2) : C3xA—C.If p and ¢(p, zp/, z? p"; z) are univalent and if p satisfies the second
order superordination

h<o(p,zp',2°p"; 2), (1.1)
then p is the solution of the differential superordination (1.1). An analytic function q is called
subordinant, if g < p for all p satisfying (1.1). A univalent subordinant g thatsatisfies g < g
for all subordinants g of (1.1), is said to be best subordinant.Recently Miller and Mocanu [3]
obtained conditionson k, g and ¢(r, s, t; z) to satisfy the following:

h<¢(p,zp’,2°p";2) = g < p.
Using the results of Miller and Mocanu [3], Bulboaca have considered certain classes of first
order differential superordinations [2] as well as superordination preserving integral opera-
tors [1].

In the present investigation we give some application of first order differential subordina-
tion and superordination to obtain sufficient conditions for normalized analytic functions f

to satisfy
2

z2 f/
where g; and ¢g» are univalent in A. Also applications to Carlson-Shaffer linear operator and
Sdldgean derivative are studied.

0N < <q2

2. Preliminaries

For the present investigation we need the following definition and results.
Definition 2.1. [3, Definition 2, p.817] Denote by 2, the set of all functions f that are
analytic and univalent in A\ E( f), where

E(f):= {(EdA:Ler}f(z) =oo}
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and are such that f'({) # 0 for { € A\ E(ff).

Theorem 2.1. (cf. Miller and Mocanu [4, Theorem 3.4h, p.132]) Let g be univalent in A
and 6 and ¢ be analytic in a domain D containing q(A) with ¢(w) # 0, when w € q(A). Set
Q=zq'd(q), h=0(q) + Q. Suppose that

(i) Q isstarlike univalent in A and
!

. zh
(ii) ER{H} >0 forzeA.
If p is analytic in A with p(A) € D and

O(p)+zp' ¢(p) <0(q) + zq'P(q) 2.1

then
p=<q

and q is the best dominant.

Theorem 2.2. [2] Let q be univalent in A and 0 and ¢ be analytic in domain D containing
q(A). Suppose that
. 0'(q)
(@ SR( q
o(q)
(i) g=zq'¢(q) is starlike univalent in A.
Ifpe #1q(0),11n2 with p(A) < D and 6(p) + zp'p(p) is univalent in A, and

)zoforzEAand

0(q) +2zq' P(q) <0(p) +zp'Pp(p),

then
q=<p

and q is the best subordinant.

3. Application to Analytic Functions

Theorem 3.1. Let0 # a« € C and R {é} > 0. Let q be convex univalent in A with q(0) = 1. Let

_2af  f? azf"
==t g [1-2a)- | 3.1
andy,:=q+azq'. Let f € of, and Z{—;, € A(1,11N 2 and y is univalent in A.
() Ify1<y1 then
f2
sz' <q

where q is the best dominant.
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(i) Ify1 <y then
f2
q= sz'

where q is the best subordinant.

Proof. Define the function p by
_ I
p:= 2 (3.2)

A computation using (3.2) shows that

Zp'_ZZf’ zf" )

p f f

Also we note that an application of (3.3) yields

2 11
- 2af+zjzf_ﬂ (1—2a)—“;{

=p+azp,

(3.3

1 —_—

and this can be written as (2.1) when 6(w) = w and ¢(w) = a. Note that ¢p(w) # 0 and 6 and ¢
are analytic in C. Set

Q:=azq,
h:=00q)+Q
= g+azq.

In light of the hypothesis of Theorem 2.1, we see that Q is starlike and

"

Sft{z—h’} :%{% T+ %)} >0.

Q 7
By an application of Theorem 2.1 we conclude that p < g or
2
£
Note that

0’ 1
(0D <af 20
o(q) a
Hence the result (ii) of Theorem 3.1 follows as a similar application of Theorem 2.2.
By making use of Theorem 3.1 we get the following sandwich type result.
Theorem 3.2. Let0 # a € C and §R{é} > 0. Let q; fori = 1,2 be convex univalent in A,
with q;(0) = 1. Let y; = q; + azq, for i = 1,2 and vy as given by (3.1) be univalent in A. If
2
fE.sz{,z};—f, e A1,11N2 and

X1<v¥1<}x2
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then
2

ZZ f/

where q1 and q» are respectively the best subordinant and best dominant.

0N < <4q2

Theorem 3.3. Let a, B andy be complex numbers andy # 0. Let q be a convex univalent
functions in A with q(0) = 1 and % is starlike univalent in A. Let
2yzf'  Bf*_yaf”

Y2 i=(a—-2y)+ 7 + 2F 7

and y, =a+pq+ szq" Let f € of and z{—;, € A11,11N L2 and vy, is univalent in A.
() If g satisfies

!
m{@—ﬂ}m (3.4)
Y q
then
2
Y2 <}2= 27 <q
where q is the best dominant.
(i) If q satisfies
(£} 50 3.5)
Y
then
2
X2<yY2=>4g< 2f
where q is the best subordinant.
Proof. Define the function p by
_
p= 2f (3.6)

A simple computation using (3.3) shows that

2yzf  Bf* yaf”
Yo = (a—2y)+ f + sz, - f’
yzp'
= a+fp+—.
Bp p

This can be written as (2.1) when 0(w) := a+fw and ¢(w) := % Note that 0 and ¢ are analytic
in C\ {0}. Set

_rzq'
q

Q:
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h:=a+pg+Q
Yz4q

/

=a+fqg+

In light of hypothesis of Theorem 2.1 we see that Q is starlike and

"

W{Zh,}zﬂ{%—%+(l+%)}>o.

Q
By an application of Theorem 2.1 we conclude that
2
ZJZCf/ =<4

The result (ii) of Theorem (3.3) follows as a similar exercise using Theorem 2.2.

4. Application to Carlson-Shaffer Operator

Theorem4.1. Let0 # a € C and %{é t} > 0. Let q be convex univalent in A with q(0) = 1. Let

. {L(az,c)f}2 B _a(a+1)L(a+2,c)f Za_a
V3= la+1,0f Ira-a La+Lof 1 2 L@aaf

2
and ys:=q+azq'. Let f € o/ and % € A[1,11N 2 and ys is univalent in A.
() Ifws <3 then

{L(a,0)f}
zL(a+1,0f
where q is the best dominant.
(i) Ifys <ws3 then
{L(a,0) f}?
zL(a+1,0)f
where q is the best subordinant.
Proof. Define the function p by
{L(a, o) f}
=—. 4.1
P= l@ar1,0f @1
A simple computation using (4.1) gives
z_p’ _ 2z(L(a,0) f) o z(L(a+ l,c)f)’. 42)

p L(a, 0 f La+1,0f

By using the identity
z(L(a, c)f)’ =alla+1,0f —(a-1)L(a,0f
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in (4.2) we obtain

zp' B 2alla+1,0f La+2,¢0)f
p Smar L(a,0f (a+1)L(a+1,c)f‘
Note that
_ {L(“’C)f}z 3 _a(a+1)L(a+2,c)f Za_a
= asLof T La+tar |72 La,o)f
= p+azp

and this can be written as (2.1) when 6(w) = w and ¢(w) = a. Hence the result (i) follows as
an application of Theorem (2.1). The proof of result (ii) of Theorem 4.1 follows as a similar
application of Theorem 2.2.

By taking a = 6 + 1 and ¢ = 1 we get the following result involving Ruscheweyh derivative.

Corollary 4.2. Let0 # a € C and R{1} > 0. Let q be convex univalent in A with q(0) = 1.
Let

Dé 2 D5+2 2
:=¢[l+a(l—a)—a(a+l) f],29% s .
ZD5+1f D5+1f z
andy:=q+azq'. Let f € of and igi{l}; € A(1,11N L2 and vy is univalent in A.
() Ifw <y then
i
ZD5+1f =4
where q is the best dominant.
(i) Ify <y then
i
q<
ZD5+1f

where q is the best subordinant.

Theorem 4.3. Let a, f andy be complex numbers withy # 0. Let q be a convex univalent

in A with q(0) =1 and Yqu' is starlike univalent in A. Let

BiL(a,c) f}? N 2ayLa+1,0)f yla+1)L(a+2,0)f
zL(a+1,0)f L(a,0)f La+1,0f

Yai=a+y(l—-a)+

! 2
and ys:=a+pqg+ Yzq .Let feof and % € A(1,11N 2 andy, is univalent in A.

(i) If g satisfies (3.4) then

{L(a,o) f}

Va<X4= Ta+1,0f

where q is the best dominant.
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(ii) If q satisfies (3.5) then
{L(a,c) f}?

=Va= 4= Ta+1,0f

where q is the best subordinant.

Proof. The proof of the Theorem 4.3 is similar to that of Theorem 4.1, where 6 (w) = a+fw
and p(w) =

By taking a = 6 + 1 and ¢ = 1 we get the following result involving Ruscheweyh derivative.

Corollary 4.4. Let a, 3 andy be complex numbers withy # 0. Let q be a convex univalent
in A with q(0) =1 and Yfﬁ is starlike univalent in A. Let

ﬁ{D5f}2 za,yD5+1f ,},(a+1)D5+2f
ZD5+1f + D5f a D5+1f

Ysi=a+y(l-a)+

and ys:=a+fq+ Yzq .Let fe ol and {ggﬁf € A(1,11N 2 and ys is univalent in A.
(i) If g satisfies (3.4) then
D5f}2
Y5 <X5= D5+1f
where q is the best dominant.
(i) If g satisfies (3.5) then
D fy?
Xs<¥5=q=< ZD5+1f

where q is the best subordinant.

5. Application to Saldgean Derivative Operator

Theorem 5.1. Let0 # a € C and R {l} > 0. Let q be convex univalent in A with q(0) = 1. Let

@mf 9’”]"}2 @m+2f
Ye:=2a @m+1f[ =_@mﬂf
and ye:= q+azq'. Let f € of and {gmﬁf € A(1,11N 2 and ye is univalent in A.
() Ifwe < xe then
2" fy?
Z@m#—lf
where q is the best dominant.
(i) Ifye <ys then
2"y
4= —miir
Z@”H'lf

where q is the best subordinant.



ON APPLICATIONS OF DIFFERENTIAL SUBORDINATION AND SUPERORDINATION 163

Proof. Define the function p by

@™ f1?
A simple computation using (5.1) shows that
l 2 m f£y/ m+1 £y/
zpt _22@"f) | 22" f) 5.2)
p gmf @m+1f

Using the identity
Z(@mf), - @m+lf,
in (5.2) we obtain
Zp, B 2@m+1f L =@HH—Zf
p - gmf 9m+1f'

Note that
"f D™ [ a@"*? f
tgma 1T gy

Ye = 2a
= p+azp

and this can be written as (2.1) when 6(w) := w and ¢(w) := a. Now the result (i) follows as an
application of Theorem 2.1. A similar exercise using Theorem (2.2) will give the result(ii).

Theorem 5.2. Let a, § andy be complex numbers andy # 0. Let q be a convex univalent in
A with q(0) =1 and % is starlike univalent in A. Let

ZY@m_lf_@m+2f ﬁ{@mf}Z

Yr:i=a-r+ gmf @m+1f+ ZQMH f
! m ;2
and y7:=a+ fq+ %. Let f € of and z{gmﬁf € A[1,11N 2 and y7 is univalent in A.

(i) If g satisfies (3.4), then

2™ f1?
VIS gy
where q is the best dominant.
(i) If g satisfies (3.5), then
2™ fy?
X1<¥7=>¢g< W

where q is the best subordinant.

Proof. The proof follows as an application of Theorem 2.1 and Theorem 2.2 with 8(w) =
a+Pwand p(w) = %

Sandwich results for the Theorems 3.3—5.2 can be obtained by a similar exercise as we
have obtained the sandwich result(Theorem 3.2) of Theorem 3.1, however we omit the details
of the proof.
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