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RANDOM FIXED POINT THEOREMS IN BANACH ALGEBRAS WITH

APPLICATIONS TO RANDOM INTEGRAL EQUATIONS

B. C. DHAGE

Abstract. The present paper studies the random versions of some deterministic fixed point

theorems of Dhage [5] and Dhage and Regon [7]. Applications are given to a certain nonlinear

functional random integral equation for proving the existence of random solution under the

generalized Lipschitzicity and Caratheodory conditions.

1. Introduction

Random fixed point theorems are the stochastic generalizations of the classical or

deterministic fixed point theorems in abstract spaces and are useful in the study of
nonlinear random equations for proving the existence and uniqueness theorems. Spacek

[18] and Hans [9] have proved the stochastic analoge of Banach fixed point theorem in
a seperable metric space and Mukherjea [16] proved the random version of Schauder’s

fixed point theorem on an atomic probability measure space. Then in [17], Prakash Rao

has obtained the random version of the second important topological fixed point theorem
of Krasnoselskii [12] on an atomic probability measure space. Further Itoh in [11] has

generalized all these random fixed point theorems in a separable metric space. The
details appear in Papageorgiou [15]. In this paper we obtain a random version of a third

important topological fixed point theorem of Dhage [5] in a seperable Banach algebra
via the method of mesurable selectors and apply it to a nonlinear functional random

integral equation of mixed type for proving the existence result. We need the following

results on measureability and measurable selectors for the multi-valued mappings given
by Himmelberg [10] and Kuratowskii and Ryll-Nardzewski [14] in the sequel.

Theorem 1.1. [9] Let (Ω,A) be a measurable space and let X be a seperable Banach

space with a σ-algebra βX of all Borel subsets of X. If the multi-valued map F : Ω → 2X

has closed values i.e. F (ω) is closed for each ω ∈ Ω, then the following statements are

equivalent.

(a) F is measurable

(b) ω → d(x, F (ω)) is measurable for each x ∈ X.
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(c) Gr(F ) is (A×βX)-measurable, where Gr(F ) is the graph of the multi-valued map F .

Theorem 1.2. [13] If F : Ω → 2X is a measurable multi-valued map with closed

values, then F has a measurable selector.

In the following section we give some prelimineries needed in the sequel.

2. Prelimineries

Throughout this paper, let (Ω,A) denote a measurable space, X a Banach space with

norm ‖ · ‖ and let βX denote the σ-algebra of all Borel subsets of X . Let 2X , CL(X),

B(X), C(X), K(X), CB(X) and KC(X) denote respectively the families of non-empty,

closed, bounded, convex, closed and bounded, and the compact-convex subsets of X .

Following Himmelberg [10], a multi-valued mapping F : Ω → 2X is called measurable if

for any open subsets G of X ,

F−1(G) = {ω ∈ Ω|F (ω) ∩ G 6= φ} ∈ A. (2.1)

Notice that when F (ω) ∈ K(X) for all ω ∈ Ω, then F is measurable if and only if

F−1(C) ∈ A for every closed subset of C of X . See Himmelberg [10]. A measurable

mapping ξ : Ω → X is called a measurable selector of the multi-valued map F if ξ(ω) ∈

F (ω) for all ω ∈ Ω. A mapping T : Ω × X → X is called a random operator if T (·, x)

is measurable for all x ∈ X and generally expressed as T (ω, x) := T (ω)x. A measurable

mapping ξ : Ω → X is called a random fixed point of the random operator T : Ω×X → X

if T (ω, ξ(ω)) = T (ω)ξ(ω) = ξ(ω) for every ω ∈ Ω.

Let T : X → X . Then T is called compact if T (X) is a compact subset of X . Again T

is called totally bounded if for any bounded subset S of X , T (S) is a totally bounded or

precompact subset of X . Finally T is called completely continuous if it is continuous and

totally bounded on X . Similarly a random operator T (ω) : Ω×X → X is called compact

(resp. totally bounded and completely continuous) if the operator T (ω) is compact (resp.

totally bounded and completely continuous) for each ω ∈ Ω. Note that every compact

operator (random operator) is totally bounded operator (random operator) on X , but

the converse may not be true. However two notions are equivalent on a bounded subset

of X .

Again a mapping T : X → X is called D-Lipschitzician if there exists a continuous

nondecreasing function φ : R
+ → R

+ such that

‖Tx− Ty‖ ≤ φ(‖x − y‖) (2.2)

for all x, y ∈ X , where φ(0) = 0. Similarly a random operator T (ω) : Ω × X → X is

called D-Lipschitzician if there exists a function φ : Ω × R
+ → R

+ such that for each

ω ∈ Ω,

‖T (ω)x − T (ω)y‖ ≤ φω(‖x − y‖) (2.3)
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for all x, y ∈ X , where φω(r) = φ(ω, r) with φ(ω, 0) = 0 for all ω ∈ Ω.

If φω(r) = α(ω)r, α(ω) being a positive real-valued function on Ω, then T (ω) is called

a Lipschitzician with Lipschitz constant α(ω). Futher if α(ω) = 1 ∀ ω ∈ Ω, the random

operator T (ω) is called nonexpansive and when α(ω) < 1 ∀ ω ∈ Ω, T (ω) is called a

contraction with a contraction constant α(ω). Finally if φω(r) < r, r > 0 for each ω ∈ Ω,

where φ is not necessarily nondecreasing, then the random operator T (ω) is called a

nonlinear contraction. In the special case when the random parameter ω is absent, we

obtain the operator T to be a deterministic nonlinear contraction on X . See Boyd and

Wong [3].

The measure of noncompactness of a bounded set S in X is a nonnegative real number

α(S) defined by

α(S) = inf{r > 0 : S =

n
⋃

i=1

Si, diam(Si) ≤ r, ∀i}. (2.4)

The above measure α of noncompactness is due to Kuratowskii and the details may

be found in Banas and Goebel [1]. A mapping T : X → X is called condensing if for

any bounded set S of X , T (S) is bounded and α(T (S)) < α(S) for α(S) > 0. Similarly

a random operator T (ω) : Ω × X → X is called condensing if the operator T (ω) is

condensing for each ω ∈ Ω.

In the present paper, we prove the random version of the following fixed point theorem

of Dhage [5].

Theorem 2.1. Let S be a non-empty, closed, convex and bounded subset of a Banach

algebra X and let A, B : S → X be two operators such that

(a) A is D-Lipschitzician,

(b) B is completely continuous, and

(c) AxBx ∈ S for each X ∈ S.

Then the operator equation

AxBx = x (2.5)

has a solution in S, whenever Mφ(r)<r, r>0, where M = ‖B(S)‖ = sup{‖Bx‖ : x∈S}.

3. Random Fixed Point Theory

We need the following two useful lemmas in the sequel.

Lemma 3.1. Let S ⊂ X and let A, B : S → X be two operators satisfying

(a) A is D-Lipschitzician, and

(b) B is continuous and compact.
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Then the mapping T : S → X defined by Tx = AxBx is continuous.

Proof. Let {xn} be a sequence in S converging to a point x ∈ S. Then by (a),

‖Txn − Tx‖ = ‖AxnBxn − AxBx‖

= ‖AxnBxn − AxBxn‖ + ‖AxBxn − AxBx‖

≤ ‖Axn − Ax‖ ‖Bxn‖ + ‖Ax‖ ‖Bxn − Bx‖

≤ φ(‖xn − x‖)‖B(S)‖ + ‖Ax‖ ‖Bxn − Bx‖ (3.1)

Since B : S → X is compact, B(S) is compact and therfore ‖B(S)‖ < ∞. Taking

the limit as n → ∞ in (3.1), limn ‖Txn − Tx‖ = 0 or Txn → Tx as n → ∞. Hence T is

continuous on S.

Lemma 3.2. Let S be a non-empty bounded subset of a Banach algebra X and let

A, B : S → X be two operators satisfying

(a) A is D-Lipschitzician, and

(b) B is continuous and compact.

Then for any subset G of S,

α(T (G)) ≤ Mφ(α(G)) (3.2)

where Tx = AxBx, x ∈ S, and M = ‖B(S)‖.

Proof. Let x, y ∈ G be arbitrary, then we have

‖Tx− Ty‖ = ‖AxBx − AyBy‖

≤ ‖Ax − Ay‖ ‖By‖ + ‖Ay‖ ‖Bx − By‖

≤ ‖B(G)‖φ(‖x − y‖) + ‖Ay‖ ‖Bx − By‖. (3.3)

Now for any x0 ∈ G,

‖Ay‖ ≤ ‖Ax0‖ + ‖Ax0 − Ay‖

≤ ‖Ax0‖ + φ(‖x0 − y‖)

≤ ‖Ax0‖ + φ(diamG)

≤ ‖Ax0‖ + φ(diamS) (∵ G ⊂ S)

= β

< ∞.

Substituting this estimate in the inequality (3.3),

‖Tx− Ty‖ ≤ ‖B(S)‖φ(‖x − y‖) + β‖Bx − By‖ (3.4)
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Let ε > 0 be given, then there exist subsets G1, . . . , Gn of G such that G =
⋃n

i=1 Gi

and diam(Gi) < α(G) + ε for all i = 1, . . . , n. Since B(G) is relatively compact, for

any n > 0, α(B(S)) <
η

β
and there exist subsets F1, . . . , Fm of B(S) such that B(S) =

⋃n
j=1 Fj , or, equivalently G ⊂ S =

⋃n
j=1 B−1(Fj) with diam(Fj) <

η

β
∀ j = 1, . . . , m.

Therefore we have

T (G) =
⋃

i,j

T (Gi ∩ B−1(Fj)) (3.5)

Since diam(Gi) < α(G) + ε for all i = 1, . . . , n we have

diam(Gi ∩ B−1(Fj)) < α(G) + ε (3.6)

for all i = 1, . . . , n and j = 1, . . . , m.

From (3.4) and (3.6) if follows that

diam(T (Gi ∩ B−1(Fj))) < max{Mφ(r) : r ∈ [α(G), α(G) + ε]} + η (3.7)

for all i = 1, . . . , n and j = 1, . . . , m.

Now

α(T (G)) = max
i,j

diam(T (Gi ∩ B−1(Fj))),

so we have from (3.7),

α(T (G)) < max{Mφ(r) : r ∈ [α(G), α(G) + ε]} + η.

As ε and η are arbitrary, we have

α(T (G)) ≤ Mφ(α(G))

for all G ⊂ S. This completes the proof.

Theorem 3.1. Assume that all the conditions of Theorem 2.1 hold. Then the set

Fix(AB) = {x ∈ S|AxBx = x} is compact.

Proof. Define a mapping T : S → X by Tx = AxBx. Then by Theorem 2.1,

φ 6= Fix(AB) = Fix(T ) = {x ∈ S|AxBx = x}. Moreover Fix(AB) is a closed subset of

S. To see this, let {xn} be a sequence in Fix(T ) converging to a point x ∈ X . We shall

prove that x ∈ Fix(T ). Now by Lemma 3.1, T is continuous, and so

x = lim
n

xn = lim
n

Txn = T (lim
n

xn) = Tx

As a result x ∈ Fix(T ) and Fix(AB) is a closed subset of S. If Fix(T ) is not compact,

then by Lemma 3.2 with G = Fix(AB), we obtain

α(Fix(T )) = α(T (Fix(T ))) ≤ Mφ(α(Fix(T ))) < α(Fix(T ))



34 B. C. DHAGE

which is a contradiction. Hence Fix(T ) = Fix(AB) is compact. The proof is complete.

Theorem 3.2. Let S be a closed convex and bounded subset of a separable Banach

algebra X and let A(ω), B(ω) : Ω × S → X be two random operators satisfying for each

ω ∈ Ω.

(a) A(ω) is D-Lipschitzician,

(b) B(ω) is completely continuous, and

(c) A(ω)xB(ω)x ∈ S for each x ∈ S.

Then the random equation

A(ω)xB(ω)x = x (3.8)

has a random solution whenever M(ω)φω(r) < r, r > 0, for each ω ∈ Ω where M(ω) =
‖B(ω)(S)‖.

Proof. Define an operator T (ω) : Ω × S → X

T (ω)x = A(ω)xB(ω)x. (3.9)

Since A(ω) and B(ω) are random operators, A(ω)x and B(ω)x are X-valued random
variables for all x ∈ S. As X is a separable Banach algebra, the product of two X-valued
random variables is again a random variable. Consequently T (ω)x = A(ω)xB(ω)x is a
X-valued random variable. Hence T (ω) is a random operator on S. Moreover T (ω) is a
continuous random operator on S in view of Lemma 3.1.

Define a multi-valued map F : Ω → 2S by

F (ω) = {x ∈ S|A(ω)xB(ω)x = x}. (3.10)

Clearly by Theorem 2.1, F (ω) is non-empty for each ω ∈ Ω and which is further
compact in view of Theorem 3.2. To finish, it is enough to prove that F is measurable
on Ω. Let C be a closed subset of X . Denote

L(C) = ∩∞

n=1 ∪xi∈Cn

{

ω ∈ Ω| ‖xi − A(ω)xiB(ω)xi‖ <
2

n

}

(3.11)

where Cn = {x ∈ X |d(x, C) < 1
n
} and d(x, C) = inf{d(x, c)|c ∈ C}.

Obviously L(C) is a measurable subset of Ω. We shall prove that F−1(C) = L(C).
Obviously F−1(C) ⊂ L(C). Now proceeding with the arguments similar to that in
the proof of Theorem 2.1 of Itoh [11], it is proved that L(C) ⊂ F−1(C). As a result
F−1(C) = L(C) ∈ A. Hence F is measurable on Ω. Since F (ω) is compact, it has
closed values for each ω ∈ Ω. Now an application of a theorem of Kuratowskii and
Ryll-Nardzewski [14] yields that F has a measurable selector, i.e. there is a measureable
mapping ξ : Ω → X such that ξ(ω) ∈ F (ω) for all ω ∈ Ω. By definition of F (ω) which
implies that ξ(ω) = A(ω)ξ(ω)B(ω)ξ(ω). This completes the proof.

Corollary 3.1. Let S be a closed, convex and bounded subset of a separable Banach

algebra X and let A(ω), B(ω) : Ω × S → X be two random operators satisfying for each

ω ∈ Ω,
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(a) A(ω) is a Lipschitzician with a Lipschitz constant α(ω).
(b) B(ω) is continuous and compact, and

(c) A(ω)xB(ω)x ∈ S for each x ∈ S.

Then the random equation (3.8) has a random solution and the set of all such solutions

is compact whenever α(ω)M(ω) < 1 for each ω ∈ Ω, where M(ω) = ‖B(ω)(S)‖.

Recently Dhage and Regan [7] have obtained two companions of Leray-Schauder
principle [8] involving the sum and product of two operators in a Banach space which
are useful in the existence theory for nonlinear intregal equations of the mixed type. See
also Dhage [6]. The slight generalizations of these nonlinear alternatives may be stated
as follows.

Theorem 3.3. Let U and U denote respectively the open bounded and closed bounded

subsets of a Banach algebra X containing the origin 0 and let A : X → X and B : U → X

be two operators satisfying

(a) A is D-Lipschitzician,

(b) ( I
A

)−1 exists on B(U ),
(c) B is completely continuous and

(d) Mφ(r) < r, r > 0, where M = ‖B(U)‖.
Then either

(i) the operator equation (2.5) has a solution in U , or

(ii) the operator equation λA
(x

λ

)

Bx = x has a solution in ∂U for some 0 < λ < l where

∂U is a boundary of U .

Theorem 3.4. Let U and U denote respectively the open and closed subsets of a

Banach space X containing the origin 0 and let A : X → X and B : U → X be two

operators such that

(a) A is nonlinear contraction, and

(b) B is completely continuous.

Then either

(i) the operator equation Ax + Bx = x has a solution in U , or

(ii) there exists an u ∈ ∂U such that λA
(x

λ

)

+ λBu = u for some λ ∈ (0, 1) where ∂U

is a boundary of U .

Now we shall obtain the random versions of Theorems 3.3 and 3.4 which are again
the companions of the random version of Leray-Schander principle.

Theorem 3.5. Let U and U denote respectively the open bounded and closed bounded

subsets of a separable Banach algebra X containing the origin 0, and let A(ω) : Ω×X →
X and B(ω) : Ω × U → X be two random operators satisfying for each ω ∈ Ω,

(a) A(ω) is D-Lipschitzician,
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(b) ( I
A

)−1(ω) exists on B(ω)(U)

(c) B(ω) is completely continuous,

(d) M(ω)φ(r) < r, r > 0, where M(ω) = ‖B(ω)(U)‖, and

(e) there does not exist an u ∈ ∂U such that

λ(ω)A(ω)

(

u

λ(ω)

)

B(ω)u = u for any measurable λ : Ω → R with 0 < λ(ω) < 1,

where ∂U is a boundary of U .

Then the random equation (3.8) has a random solution in U .

Proof. The proof is similar to Theorem 3.2 and in this case we invoke Theorem 3.3
instead of Theorem 2.1 in the proof.

An interesting corollary to Theorem 3.5 in the applicable form is

Corollary 3.1. Let Br(0) and Br(0) denote respectively the open and closed balls

centered at the origin 0 of radius r in a separable Banach Algebra X. Let A(ω) : Ω×X →
X and B(ω) : Ω × Br(0) → X be two random operators satisfying for each ω ∈ Ω,

(a) A(ω) is Lipschitzician with a Lipschitz constant α(ω),
(b) ( I

A
)(ω) is well defined and one-to-one,

(c) B(ω) is continuous and compact.

(d) α(ω)M(ω) < 1, where M(ω) = ‖B(Br(0))‖, and

(e) there does not exist an u ∈ X with ‖u‖ = r satisfying λA(ω)
(u

λ

)

B(ω)u = u for any

0 < λ < 1.

Then the random equation (3.8) has a random solution ξ in X with ‖ξ‖ ≤ r.

Remark 3.1. Note that the random operator
( I

A

)

(ω) is well defined if A(ω) is

regular, i.e. A(ω) maps X into the set of all invertible elements in X for each ω ∈ Ω.

Theorem 3.6. Let U and U denote respectively the open and closed subsets of a

separable Banach space X containing the origin 0, and let A(ω) : Ω × X → X and

B(ω) : Ω × U → X be two random operators satisfying for each ω ∈ Ω,

(a) A(ω) is nonlinear contraction,

(b) B(ω) is completely continuous, and

(c) there does not exist an u ∈ ∂U such that

λ(ω)A(ω)

(

u

λ(ω)

)

+ λ(ω)B(ω)u = u for any measurable λ : Ω → R with λ ∈ (0, 1).

where ∂U is a boundary of U .

Then the random equation A(ω)x + B(ω)x = x has a random solution in U .

An interesting corollary to Theorem 3.6 in its applicable form is
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Corollary 3.2. Let Br(0) and Br(0) denote respectively the open and closed balls

centered at the origin 0 of radius r, in a separable Banach space X. Let A(ω) : Ω×X → X

and B(ω) : Ω × Br(0) → X be two random operators satisfying for each ω ∈ Ω,

(a) A(ω) is contraction,

(b) B(ω) is continuous and compact, and

(c) there does not exist an u ∈ X with ‖u‖ = r such that

λA(ω)
(u

λ

)

+ λB(ω)u = u for any λ ∈ (0, 1).

Then the random equation A(ω)x + B(ω)x = x has a random solution ξ in X with

‖ξ‖ ≤ r.

In the following section we shall apply our Theorem 3.2 to a certain class of nonlinear

functional random intrgral equations of mixed type in a Banach algebra for proving the

existence result under suitable conditions.

4. Random Integral Equatioins

Given a measurable space (Ω,A) and given a closed and bounded interval J = [0, 1] in

R, the set of all real numbers, consider the nonlinear functional random integral equation

(in short FRIE) of mixed type,

x(t, ω) =

[

∫ µ(t)

0

f(s, x(θ(s), ω), ω)

](

q(t, ω) +

∫ σ(t)

0

g(s, x(η(s), ω), ω)ds

)

(4.1)

for t ∈ J and ω ∈ Ω; here q : J × Ω → R, and f, g : J × R × Ω → R, µ, θ, σ, η : J → J .

The FRIE (4.1) is new to the literature and hence the results of this section are a

new contribution to the theory of nonlinear random integral equations.

Let M(J, R), B(J, R), BM(J, R) and C(J, R) denote respectively the spaces of all

measurable, bounded, bounded and measurable, and continuous real-valued functions on

J . Notice that C(J, R) ⊂ BM(J, R) ⊂ M(J, R).

We shall obtain the existence of the random solution to FRIE (4.1) in the space

BM(J, R) under suitable conditions. Define a norm ‖ · ‖ in BM(J, R) by

‖x‖ = max
x∈J

|x(t)|.

Clearly BM(J, R) is a separable Banach algebra with this maximun norm. We need

the following definition in the sequel.

Definition 4.1. A function β : J × R × Ω → R is said to satisfy the condition of

L1
ω-Caratheodory or is simply called L1

ω-Caratheodory if for each ω ∈ Ω.

(i) t → β(t, x, ω) is measurable for each ω ∈ Ω.

(ii) x → β(t, x, ω) is continuous almost everywhere for t ∈ J , and
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(iii) for given real number k > 0, there exists a function hk : Ω → L1(J, R) such that

|β(t, x, ω)| ≤ hk(t, ω), a. e. t ∈ J

for all x ∈ R with |x| ≤ k.

We consider the following hypotheses in the sequel.

(A0) The functions µ, θ, σ, η : J → J are continuous.

(A1) The function ω → f(t, x, ω) is measurable for all t ∈ J and x ∈ R.

(A2) The function t → f(t, x, ω) is Reimann integrable for each x ∈ R and ω ∈ Ω.

(A3) There exists a function α : Ω → L1(J, R) such that for each ω ∈ Ω.

|f(t, x, ω) − f(t, y, ω)| ≤ α(t, ω)|x − y|, a. e. t ∈ J

for all x, y ∈ R.

(A4) There exists a function φ1 : Ω → L1(J, R) such that for each ω ∈ Ω.

|f(t, x, ω)| ≤ φ1(t, ω), a. e. t ∈ J

for all x ∈ R.

(B0) The function q : Ω → C(J, R) is measurable.

(B1) the function ω → g(t, x, ω) is measurable for all t ∈ J and x ∈ R.

(B2) g(t, x, ω) is L1
ω-Caratheodory.

(B3) There exists a function φ2 : Ω → L1(J, R) such that

|g(t, x, ω)| ≤ φ2(t, ω), a. e. t ∈ J

for all ω ∈ Ω and x ∈ R.

Theorem 4.1. Assume that the hypotheses (A0) − (A4) and (B0) − (B3) hold.

Further if ‖α(ω)‖L1 × (‖q(ω)‖ + ‖φ2(ω)‖L1) < 1, for each ω ∈ Ω, then the FRIE (4.1)

admits a random solution on J .

Proof. Let X = BM(J, R). Define a subset S of X by

S = {x ∈ X | ‖x‖ ≤ M(ω) ∀ ω ∈ Ω} (4.2)

where M(ω) = ‖φ1(ω)‖L1(‖q(ω)‖ + ‖φ2(ω)‖L1).

Clearly S is a closed convex and bounded subset of X . Consider the mapping

A(ω), B(ω) : Ω × S → X defined by

A(ω)x(t) =

∫ σ(t)

0

f(s, x(θ(s), ω), ω)ds, t ∈ J, (4.3)

and B(ω)x(t) = q(t, ω) +

∫ σ(t)

0

g(s, x(η(s), ω))ds, t ∈ J. (4.4)
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Since ω → f(t, x, ω) is measurable for all t ∈ J and x ∈ R and the integral

∫ µ(t)

0

f(s, x(θ(s), ω), ω)ds

is a limit of the finite sum of measurable functions, the function

ω →

∫ µ(t)

0

f(s, x(θ(s), ω), ω)ds

is measurable. As a result A(ω) : Ω × S → X is a random operator. Similarly the

function

ω →

∫ σ(t)

0

g(s, x(η(s), ω))ds

is measurable. Since X is separable, the sum of two measurable functions is measurable.

Consequently the function

ω → q(t, ω) +

∫ σ(t)

0

g(s, x(η(s), ω))ds

is measurable, and so B(ω) : Ω × S → X is a random operator.

Now the FRIE (4.1) is equivalent to the random equation A(ω)xB(ω)x = x. We shall

show that the random operators A(ω) and B(ω) satisfy all the conditions of Corollary

3.1 on S.

Step I. First we show that A(ω) is a Lipschitzician, Let x, y ∈ S. Then by (A3),

|A(ω)x(t) − B(ω)x(t)| =

∣

∣

∣

∣

∣

∫ µ(t)

0

f(s, x(θ(s), ω), ω)ds −

∫ µ(t)

0

f(s, y(θ(s), ω))ds

∣

∣

∣

∣

∣

≤

∫ µ(t)

0

|f(s, x(θ(s), ω), ω)ds − f(s, y(θ(s), ω), ω)ds|

≤

∫ µ(t)

0

α(s, ω)|x(θ(s), ω) − y(θ(s), ω)|ds

≤

∫ µ(t)

0

α(s, ω)‖x(ω) − y(ω)‖ds

= ‖α(ω)‖L1‖x(ω) − y(ω)‖.

Taking the maximum over t in the above inequality, we obtain

‖A(ω)x − B(ω)x‖ ≤ ‖α(ω)‖L1‖x(ω) − y(ω)‖ (4.5)

for all x, y ∈ S and ω ∈ Ω. This shows that A(ω) is a Lipschitzician random operator on

S with Lipschitz constant ‖α(ω)‖L1 .



40 B. C. DHAGE

Step II. Next we shall that B(ω) is a continuous and compact operator on Ω × S.

Using (B2) and the dominated convergence theorems, it is shown by routine arguments

that B(ω) is a continuous random operator on S. Let {xn} be a sequence in S. Then

‖xn‖ ≤ M(ω) for each n ∈ N . Since g(t, x, ω) is L1
ω-Caratheodory, we have

B(ω)xn(t) ≤ |q(t, ω)| +

∫ σ(t)

0

|g(s, x(η(s), ω), ω)|ds

≤ |q(t, ω)| +

∫ 1

0

hM(ω)(s, ω)ds

≤ ‖q(ω)‖ + ‖hM(ω)(ω)‖L1

i.e. ‖B(ω)xn(t)‖ ≤ ‖q(ω)‖ + ‖hM(ω)(ω)‖L1

for all ω ∈ Ω, where hM(ω) is a function given in the Definition 4.1(iii).

Therefore {B(ω)xn} is a uniformly bounded sequence in B(ω)(S). Finally let t, τ ∈ J

Then

|B(ω)xn(t) − B(ω)xn(τ)| ≤ |q(t, ω) − q(τ, ω)| +

∣

∣

∣

∣

∣

∫ σ(t)

σ(τ)

g(s, xn(s, ω), ω)

∣

∣

∣

∣

∣

ds

≤ |q(t, ω) − q(τ, ω)| +

∣

∣

∣

∣

∣

∫ σ(t)

σ(τ)

hM(ω)(s, ω)ds

∣

∣

∣

∣

∣

≤ |q(t, ω) − q(τ, ω)| + |p(t, ω) − p(τ, ω)| (4.6)

where p(t, ω) =
∫ σ(t)

0 hM(ω)(s, ω)ds.

Since q(·, ω) and p(·, ω) are continuous on the compact interval J for each ω ∈ Ω,

they are uniformly continuous. From (4.6) it follows that

|B(ω)xn(t) − B(ω)xn(τ)| → 0 as t → τ.

Hence {B(ω)xn} is a equi-continuous set in B(ω)(S) for each ω ∈ Ω. Now an application

of Arzela-Ascoli theorem yields that B(ω)(S) is compact for each ω ∈ Ω. As a result

B(ω) is a compact random operator on S.

Step III. Notice

‖A(ω)xB(ω)x‖ ≤ ‖A(ω)x‖ ‖B(ω)x‖

≤ (max
t∈J

|A(ω)x(t)|)(max
t∈J

|B(ω)x(t)|)

≤ ‖φ1(ω)‖L1(‖q(ω)‖ + ‖φ2(ω)‖L1)

= M(ω)

for each x ∈ S and ω ∈ Ω, so A(ω)B(ω)x ∈ S for each x ∈ S.
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Also we have

‖α(ω)‖L1‖B(ω)(S)‖ ≤ ‖α(ω)‖L1(‖q(ω)‖ + ‖φ2(ω)‖L1) < 1

for each ω ∈ Ω. Thus all the conditions of Corollary 3.1 are satisfied an hence an

application of it yields that the random equation A(ω)xB(ω)x = x and consequently the

FRIE (4.1) has a random solution J . This completes the proof.

As an application of the main existence result of this section, we prove the existence

of the random solution of the following nonlinear functional random differential equation

(in short FRDE) of neutral type,

(

x(t, ω)
∫ µ(t)

0 f(s, x(θ(s), ω), ω)

)′

= g(s, x(η(s), ω), ω), a. e. t ∈ J

x(0, ω) = q(ω)











(4.7)

for all ω ∈ Ω, where q : Ω → R is meaurable, f : J × R × Ω → R − {0} is continuous,

g : J × R × Ω → R, and µ, θ, η : J → J are continuous with µ(t) 6= 0, for all t ∈ J .

By the random solution of the FRDE (4.7) we mean a measurable function x : Ω →

AC(J, R) that satisfies the equations in (4.7), where AC(J, R) is the space of all abso-

lutely continuous real-valued functions on J .

Theorem 4.2. Assume that the hypotheses (A0) − (A4) and (B0) − (B3) hold.

Further if ‖α(ω)‖L1(‖q(ω)‖ + ‖φ2(ω)‖L1) < 1, then the FRDE (4.7) admits a random

solution on J .

Proof. The FRDE (4.7) is equivalent to the FRIE

x(t, ω) =

[

∫ µ(t)

0

f(s, x(θ(s), ω), ω)ds

]

(

b(ω) +

∫ t

0

g(s, x(η(s), ω), ω)ds

)

(4.8)

for all t ∈ J and ω ∈ Ω, where b(ω) =
q(ω)

∫ µ(0)

0 f(s, x(θ(s), ω), ω)ds

Now the desired conclusion follows by an application of Theorem 4.1 with q(t, ω) =

b(ω) for all t ∈ J and ω ∈ Ω, because AC(J, R) ⊂ BM(J, R). The proof is complete.

5. Remarks and Conclusion

The study of deterministic nonlinear integral equations of mixed type in a Banach

algebra is initiated by the present author [J. Math. Phy. Sci. 25(1988), 603-611]. The

study was motivated by the Chandrasekhar’s H-equation in radiative heat transfer [4].

So some new fixed point theorems involving the product of two operators on a Banach

algebra have been developed for this puropse. The work along this line is the most active

area of research and the field is growing very rapidly. See Dhage [6], Dhage and Regan [7]



42 B. C. DHAGE

and the reference therein. Here we point out that the process of radiative heat transfer

usually involves the coefficient of heat transfer which depends upon the medium of heat

conduction and so it would definitely play the significant role in the underlined transfer

process. This unknown coefficient may be considered as the random parameter and in

our opinion the indeterministic form of Chandrasekhar’s H-equation is moe suitable to

the needs of the specialists engaged in the study of accurate behaviour of said underlined

phenomena. Hence the study of such equations in Banach algebras has got importance.

In the present paper we have considered a much general form of the random integral

equation than the random version of Changraskhar’s H-equation in a Banach algebra

and discussed only the existence of the solution, however, other aspects such as stability,

continuance dependence and extremality of the solutions could also be discussed in the

similar way. Again the random fixed point theorems developed in section III have nice

applications to some other random integral equations in Banach algebras and some of

the results in this direction will be reported elsewhere.

The author is thankful to the referee for some valuable suggestions.
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