CONTINUOUS RANDOM VARIABLES WITH HADAMARD FRACTIONAL INTEGRAL
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Abstract. In this paper, we establish some new inequalities of expectation and variance of continuous random variables by using the Hadamard fractional integral operator.

1. Introduction

Integral inequalities play a major role in the development of integral equations, differential equations, probability theory and other fields of science. In the past several years, many authors have found different results about fractional integral inequalities and application by using Riemann-Liouville and Hadamard fractional integral operators and differential operators, see [5, 7, 8, 15]. In 2001, P. Cerone and S. S. Dargomir [6] obtained the bounds for the variance and expectation of continuous random variable whose the probability density function (p.d.f) is defined on finite interval. In [4], authors have established some integral inequalities for the expectation and variance of a random variable having a probability density function \( f : [a, b] \to \mathbb{R}^+ \). P. Kumar obtained some new inequalities for the moments and higher order central moments of continuous random variable, see [12]. In 2014, Z. Dahamani has introduced new concepts of fractional random variables (by using Riemann-Liouville fractional integral operator), see [9] in the same paper he has established new integral inequalities for the fractional expectation and fractional variance. In [10] Z. Dahamani established some new results and applications of fractional calculus for continuous random variable, also some corollaries on the paper [9] were corrected. Besides the citations mentioned, one may refer to Baenett et al. [3], P. Kumar [13, 14], Anastassiou [1] and Dahmani [11]. Motivated by the above work, in this paper we establish some new inequalities of expectation and variance of continuous random variables by using the Hadamard fractional integral operator.
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2. Preliminaries

This section is devoted to the basic concepts of Hadamard type fractional calculus:

**Definition 1** ([2, 7, 8]). The Hadamard fractional integral of order \( \alpha \in \mathbb{R}^+ \) of function \( f(x) \), for all \( x > 1 \) is defined as

\[
H_{D}^{-\alpha,1} f(t) = \frac{1}{\Gamma(\alpha)} \int_{1}^{t} \ln \left( \frac{t}{s} \right)^{\alpha-1} f(s) \frac{ds}{s},
\]

where \( \Gamma(\alpha) = \int_{0}^{\infty} e^{-u} u^{\alpha-1} du \).

We introduce also the following new concepts and definitions:

**Definition 2.** The fractional expectation function of order \( \alpha \geq 0 \), for a random variable \( X \) with a positive probability density function (p.d.f) \( f \) defined on \([a, b]\), with \( a \geq 1 \), is defined as

\[
E_{X,\alpha}(t) = H_{D}^{-\alpha,1} \left[ t f(t) \right] = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} \left( \ln \frac{t}{s} \right)^{\alpha-1} s f(s) \frac{ds}{s}; \ \alpha \geq 0, a < t < b.
\]

**Definition 3.** The fractional expectation function of order \( \alpha \geq 0 \), for a random variable \( X - E(X) \) is defined as

\[
E_{X-E(X),\alpha}(t) = H_{D}^{-\alpha,1} \left[ t f(t) \right] = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} \left( \ln \frac{t}{s} \right)^{\alpha-1} (s - E(X)) f(s) \frac{ds}{s}; \ \alpha \geq 0, a < t < b,
\]

where \( f : [a, b] \rightarrow \mathbb{R}^+ \) is the p.d.f. of \( X \) with \( a \geq 1 \).

For \( t = b \), we introduce the following concept:

**Definition 4.** The fractional expectation function of order \( \alpha \geq 0 \), for a random variable \( X \) with a positive p.d.f. \( f \) defined on \([a, b]\), with \( a \geq 1 \), is defined as

\[
E_{X,\alpha}(t) = H_{D}^{-\alpha,1} \left[ t f(t) \right] = \frac{1}{\Gamma(\alpha)} \int_{a}^{b} \left( \ln \frac{t}{s} \right)^{\alpha-1} s f(s) \frac{ds}{s}; \ \alpha \geq 0.
\]

**Definition 5.** The fractional variance function of order \( \alpha \geq 0 \), for a random variable \( X \) having a p.d.f. \( f : [a, b] \rightarrow \mathbb{R}^+ \) with \( a \geq 1 \), is defined as

\[
\sigma_{X,\alpha}^2 = H_{D}^{-\alpha,1} \left[ (t - E(X))^2 f(t) \right] = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} \left( \ln \frac{t}{s} \right)^{\alpha-1} (s - E(X))^2 f(s) \frac{ds}{s}; \ \alpha \geq 0, a < t < b.
\]

where \( E_{X}(t) = \int_{a}^{b} s f(s) ds \) is the classical expectation of \( X \).
Definition 6. The fractional variance function of order $\alpha \geq 0$, for a random variable $X$ with a p.d.f. $f : [a, b] \rightarrow \mathbb{R}^+$ is defined as

$$
\sigma_{X,a}^2 := \frac{1}{\Gamma(\alpha)} \int_a^b \left( \ln \frac{b}{s} \right)^{\alpha - 1} \left( s - E(X) \right)^2 f(s) \frac{ds}{s}, \ \alpha \geq 0, a \geq 1.
$$

where $E(X) = \int_a^b s f(s) ds$ is the classical expectation of $X$.

3. Main results

In this section, we prove some theorems for the continuous random variable having a p.d.f.

Lemma 7. Let $X$ be a continuous random variable having a p.d.f. $f : [a, b] \rightarrow \mathbb{R}^+$. Then we have for all $\alpha \geq 0$:

$$
\sigma_{X,a}^2 = E_{X,a}^2 - 2E(X)E_{X,a} + E(X)^2 H^{-\alpha}_{\alpha}D_{1,x}^a \left[ f(b) \right].
$$

Proof. We have

$$
\sigma_{X,a}^2 = \frac{1}{\Gamma(\alpha)} \int_a^b \left( \ln \frac{b}{t} \right)^{\alpha - 1} \left[ t^2 + E(X)^2 - 2tE(X) \right] f(t) \frac{dt}{t},
$$

then

$$
\sigma_{X,a}^2 = \frac{1}{\Gamma(\alpha)} \int_a^b \left( \ln \frac{b}{t} \right)^{\alpha - 1} t^2 f(t) \frac{dt}{t} - \frac{2E(X)}{\Gamma(\alpha)} \int_a^b \left( \ln \frac{b}{t} \right)^{\alpha - 1} tf(t) \frac{dt}{t}
$$

$$
+ \frac{E(X)^2}{\Gamma(\alpha)} \int_a^b \left( \ln \frac{b}{t} \right)^{\alpha - 1} f(t) \frac{dt}{t},
$$

and we obtain

$$
\sigma_{X,a}^2 = E_{X,a}^2 - 2E(X)E_{X,a} + E(X)^2 H^{-\alpha}_{\alpha}D_{1,x}^a \left[ f(b) \right]. \quad \Box
$$

Theorem 8. Let $X$ be a continuous random variable having a p.d.f. $f : [a, b] \rightarrow \mathbb{R}^+$. Then we have

1. For all $\alpha \geq 0$, $a < t \leq b$,

$$
H^{-\alpha}_{\alpha}D_{1,x}^a \left[ f(t) \right] \sigma_{X,a}^2 - \left( E_{X-E(X),a}(t) \right)^2 \leq \| f \|_\infty^2 \left[ 2 \left( \ln \frac{b}{t} \right)^\alpha \Gamma(\alpha + 1) H^{-\alpha}_{\alpha}D_{1,t}^a \left[ t^2 \right] - 2 \left( H^{-\alpha}_{\alpha}D_{1,t}^a [t] \right)^2 \right], \quad (1)
$$

provided that $f \in L_\infty([a, b])$.
2. The inequality

\[ h D_{1,t}^{-\alpha} \left[ f(t) \right] \sigma_{x,a}^2 - \left( E_{X-E(X),a}(t) \right)^2 \leq \frac{1}{2} (t-a)^2 \left( h D_{1,t}^{-\alpha} \left[ f(t) \right] \right), \]

holds for all \( \alpha \geq 0, \ a < t \leq b \).

**Proof.** Suppose that for \( s, y \in (a, t) \) and \( a < t \leq b \)

\[ H(t, y) = (g(s) - g(y))(h(s) - h(y)) = g(s)h(s) - g(s)h(y) - g(y)h(t) + g(y)h(y). \] (3)

Let \( f: \ [a, b] \to \mathbb{R}^+ \), multiplying (3) by \( \frac{[\ln \frac{y}{t}]^{\alpha-1}}{\Gamma(\alpha)} \) \( p(s) \)

\[ \frac{1}{\Gamma(\alpha)} \int_a^t \left( \ln \frac{s}{t} \right)^{\alpha-1} p(s) H(s, y) \frac{ds}{s} = H D_{1,t}^{-\alpha} \left[ p g h(t) \right] - h(y) H D_{1,t}^{-\alpha} \left[ p g(t) \right] - g(y) H D_{1,t}^{-\alpha} \left[ p h(t) \right] + g(y)h(y)H D_{1,t}^{-\alpha} \left[ p(t) \right]. \] (4)

Multiplying (4) by \( \frac{[\ln \frac{y}{t}]^{\alpha-1}}{\Gamma(\alpha)} \) \( p(y) \), \( y \in (a, t) \) and integrating the resulting identity with respect to \( y \) over \( (a, t) \), we can write

\[ \frac{1}{\Gamma^2(\alpha)} \int_a^t \int_a^t \left( \ln \frac{s}{t} \right)^{\alpha-1} \left( \ln \frac{t}{y} \right)^{\alpha-1} p(y) p(s) H(s, y) \frac{ds}{s} \frac{dy}{y} = 2 H D_{1,t}^{-\alpha} \left[ f(t) \right] H D_{1,t}^{-\alpha} \left[ f(t) - E(X)^2 \right] - 2 H D_{1,t}^{-\alpha} \left[ f(t)(t-E(X)) \right]^2. \] (5)

In (5), taking \( p(t) = f(t) \), \( g(t) = h(t) = t - E(X), \ t \in (a, b) \), we have

\[ \frac{1}{\Gamma^2(\alpha)} \int_a^t \int_a^t \left( \ln \frac{s}{t} \right)^{\alpha-1} \left( \ln \frac{t}{y} \right)^{\alpha-1} f(y) f(s)(s-y)^2 \frac{ds}{s} \frac{dy}{y} = 2 H D_{1,t}^{-\alpha} \left[ f(t) \right] H D_{1,t}^{-\alpha} \left[ f(t) - E(X)^2 \right] - 2 H D_{1,t}^{-\alpha} \left[ f(t)(t-E(X)) \right]^2. \] (6)

On the other hand, we have

\[ \frac{1}{\Gamma^2(\alpha)} \int_a^t \int_a^t \left( \ln \frac{s}{t} \right)^{\alpha-1} \left( \ln \frac{t}{y} \right)^{\alpha-1} f(y) f(s)(s-y)^2 \frac{ds}{s} \frac{dy}{y} \leq \| f \|_\infty^2 \int_a^t \int_a^t \left( \ln \frac{s}{t} \right)^{\alpha-1} \left( \ln \frac{t}{y} \right)^{\alpha-1} (s-y)^2 \frac{ds}{s} \frac{dy}{y} \leq \| f \|_\infty^2 \left[ \frac{\left( \ln \frac{t}{a} \right)^\alpha}{\Gamma(\alpha+1)} H D_{1,t}^{-\alpha} \left[ t^2 \right] - 2 \left( H D_{1,t}^{-\alpha} \left[ t \right] \right)^2 \right]. \] (7)

Thanks to (6) and (7), we obtain the part (1) of Theorem 8.

For the part (2), we have

\[ \frac{1}{\Gamma^2(\alpha)} \int_a^t \int_a^t \left( \ln \frac{s}{t} \right)^{\alpha-1} \left( \ln \frac{t}{y} \right)^{\alpha-1} f(y) f(s)(s-y)^2 \frac{ds}{s} \frac{dy}{y} \]
\[
\sup_{s, y \in [a, t]} [(s - y)]^2 (H D_{1,t}^{-a} [f(t)])^2 = (t - a)^2 (H D_{1,t}^{-a} [f(t)])^2.
\]  
(8)

So by (6) and (8), we obtain the inequality (2). □

We shall further generalize Theorem 8 by considering two fractional positive parameters:

**Theorem 9.** Let \( X \) be a continuous random variable having a p.d.f. \( f : [a, b] \to \mathbb{R}^+ \). Then we have

(a) For all \( a < t \leq b, \alpha \geq 0, \beta \geq 0, \)

\[
H D_{1,t}^{-a} [f(t)] \sigma_{X,\beta}^2 + H D_{1,t}^{-\beta} [f(t)] \sigma_{X,a}^2 - (E_{X - E(X),a}(t)) (E_{X - E(X),\beta}(t))
\]

\[
\leq \|f\|^2_\infty \left[ \frac{(\ln \frac{t}{y})^\alpha}{\Gamma(\alpha + 1)} H D_{1,t}^{-a} [t^2] + \frac{(\ln \frac{t}{y})^\beta}{\Gamma(\alpha + 1)} H D_{1,t}^{-\beta} [t^2] - (H D_{1,t}^{-a} [t]) (H D_{1,t}^{-\beta} [t]) \right],
\]

(9)

where \( f \in L_\infty ([a, b]). \)

(b) The inequality

\[
H D_{1,t}^{-a} [f(t)] \sigma_{X,\beta}^2 + H D_{1,t}^{-\beta} [f(t)] \sigma_{X,a}^2 - (E_{X - E(X),a}(t)) (E_{X - E(X),\beta}(t))
\]

\[
\leq (t - a)^2 (H D_{1,t}^{-a} [f(t)]) (H D_{1,t}^{-\beta} [f(t)]),
\]

(10)

holds for any \( a < t \leq b, \alpha \geq 0, \beta \geq 0. \)

**Proof.** Multiplying (4) by \( \frac{(\ln \frac{t}{y})^{\beta - 1}}{\Gamma(\beta)} p(y), \) we obtain

\[
\frac{1}{\Gamma(\alpha) \Gamma(\beta)} \int_a^t \int_a^t \left( \ln \frac{t}{s} \right)^{a - 1} \left( \ln \frac{t}{y} \right)^{\beta - 1} p(y) p(s) H(s, y) \frac{ds dy}{s y}
\]

\[
= H D_{1,t}^{-a} [p(t)] H D_{1,t}^{-\alpha} [p(t) g(t) h(t)] + H D_{1,t}^{-\beta} [p(t)] H D_{1,t}^{-\alpha} [p(t) g(t) h(t)]
\]

\[
- H D_{1,t}^{-\beta} [p(t) h(t)] H D_{1,t}^{-\alpha} [p(t) g(t)] - H D_{1,t}^{-\alpha} [p(t) h(t)] H D_{1,t}^{-\beta} [p(t) g(t)],
\]

(11)

taking \( p(t) = f(t), g(t) = h(t) = t - E(X), t \in (a, b) \) in (11), we get:

\[
\frac{1}{\Gamma(\alpha) \Gamma(\beta)} \int_a^t \int_a^t \left( \ln \frac{t}{s} \right)^{a - 1} \left( \ln \frac{t}{y} \right)^{\beta - 1} f(y) f(s) (s - y)^2 \frac{ds dy}{s y}
\]

\[
= H D_{1,t}^{-a} [f(t)] H D_{1,t}^{-\beta} [f(t) (t - E(X)^2)] + H D_{1,t}^{-\beta} [f(t)] H D_{1,t}^{-a} [f(t) (t - E(X)^2)]
\]

\[
- 2 H D_{1,t}^{-a} [f(t) (t - E(X))] H D_{1,t}^{-\beta} [f(t) (t - E(X))].
\]

(12)

We have also

\[
\frac{1}{\Gamma(\alpha) \Gamma(\beta)} \int_a^t \int_a^t \left( \ln \frac{t}{s} \right)^{a - 1} \left( \ln \frac{t}{y} \right)^{\beta - 1} f(y) f(s) (s - y)^2 \frac{ds dy}{s y}
\]
\[ \leq \|f\|_\infty^2 \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \int_a^t \int_a^t \left( \ln \frac{t}{s} \right)^{\alpha-1} \left( \ln \frac{t}{y} \right)^{\beta-1} (s-y)^2 \frac{ds}{s} \frac{dy}{y} \]  
\leq \|f\|_\infty^2 \left[ \frac{(\ln \frac{t}{a})^\alpha}{\Gamma(\alpha+1)} H^{\alpha}D_{1,t}^{-\alpha} [t^2] + \frac{(\ln \frac{t}{b})^\beta}{\Gamma(\beta+1)} H^{\beta}D_{1,t}^{-\beta} [t^2] - 2 (H^{\alpha}D_{1,t}^{-\alpha} [t]) (H^{\beta}D_{1,t}^{-\beta} [t]) \right]. \]  

Thanks to (12) and (13), we obtain (9).

For the part (10), we us the fact that \( \sup_{t, y \in [a, x]} |(s-y)|^2 = (t-a)^2 \)

\[ \leq (t-a)^2 \left[ (H^{\alpha}D_{1,t}^{-\alpha} [f(t)]) (H^{\beta}D_{1,t}^{-\beta} [f(t)]) \right]. \]

And, by (13) and (15), we obtain (10).

**Remark 10.** In Theorem 9, for \( \alpha = \beta \), we obtain Theorem 8.

---
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