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AN APPLICATION OF BRIOT-BOUQUET DIFFERENTIAL

SUBORDINATION

JAGANNATH PATEL AND PRAVATI SAHOO

Abstract. By using the method of Briot-Bouquet di�erential subordination, we prove and

sharpen some classical results in geometric function theory. We also derive some criteria for

univalency for certain classes analytic functions in the open unit disc.

1. Introduction

Let Ak(p) denote the class of functions of the form

f(z) = zp +

1X
m=k

ap+mz
p+m (p; k 2 N = f1; 2; � � �g) (1.1)

which are analytic in the unit open disk E = fz : jzj < 1g. We denote A1(p) = A(p).

For any real number �(> �p), we de�ne

D�+p�1f(z) =
zp

(1� z)�+p
� f(z) (f 2 Ak(p); z 2 E) (1.2)

where the symbol `�0 stands for the Hadmard product (or convolution) of two power

series. We note that if p = 1 and � 2 N , then D�f(z) is the Ruscheweyh derivative [11]

of f(z). Further, it follows from (1.2) that for � = 1� p

D�+p�1f(z) = f(z); D�+pf(z) = (1� p)f(z) + zf 0(z);

and

z(D�+p�1f(z))0 = (� + p)D�+pf(z)� �D�+p�1f(z): (1.3)

Let g(z) and h(z) be analytic in �E. Then the function g(z) is said to be subordinate

to h(z), written g(z) � h(z), if h(z) is univalent in E, g(0) = h(0) and g(E) � h(E).

In this paper, we propose to give some applications of Briot-Bouquet di�erential

subordination for certain classes of analytic functions de�ned in terms of the operator

D�+p�1. Our results include several known results as special cases.
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2. Preliminaries

Let Pk denote the class of functions of the form

p(z) = 1 + pkz
k + pk+1a

k+1 + � � �

that are analytic in the open unit disk E.
In our present investigation, we shall require the following lemmas.

Lemma 1.([4]). Let h(z) be convex univalent in E, h(0) = 1, and p(z) 2 Pk. If

p(z) +
zp0(z)



� h(z);

then for 
 6= 0 and Re(
) � 0

p(z) �



k
z�(




k
)

zZ

0

t



k
�1h(t)dt = q(z) � h(z)

and q(z) is the best dominant.

For real or complex numbers a, b, c (c 6= 0;�1;�2; � � �), the hypergeometric function

2F1(z) = 2F1(a; b; c; z) = 1 +
a:b

1:c
z +

a(a+ 1)b(b+ 1)

2!c(c+ 1)
z2 + � � � (2.1)

represents an analytic function in E [1, p.556].

The following identities are well-known [1, p.556-558].

Lemma 2. For real or complex numbers a, b and c (c 6= 0;�1;�2; � � �), we have

Z 1

0

tb�1(1�t)c�b�1(1�tz)�adt=
�(b)�(c�b)

�(c)
2F1(a; b; c; z) (Re(c)>Re(b)>0); (2.2)

2F1(a; b; c; z) = (1� z)�a 2F1

�
a; c� b; c;

z

z � 1

�
; (2.3)

(b+ 1)2F1(1; b; b+ 1; z) = (b+ 1) + bz: 2F1(1; b+ 1; b+ 2; z); (2.4)

2F1(1; 1; 2; z) = �z�1 ln(1� z): (2.5)

We shall assume throughout in the sequel that � > 0, � > 0, � > �p, A and B are

�xed real numbers with A 6= B and jBj � 1.

3. Main results

We now prove

Theorem 1. For 1 � j � p and f(z) 2 Ak(p), let �j(z) be de�ned in E by

�j(z)=(1��)
�(D�+p�1f(z))(j�1)

zp�j+1

��
+�
�(D�+p�1f(z))(j)

zp�j

�� (D�+p�1f(z))(j�1)

zp�j+1

���1
:

(3.1)
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If

�j(z) � (1 + �(p� j))
� p!

(p� j + 1)!

�� 1 +Az

1 +Bz
(z 2 E); (3.2)

then � (D�+p�1f(z))(j�1)

zp�j+1

��
�

� p!

(p� j + 1)!

��
q(z); (3.3)

where

q(z) =

8<
:

A
B
+
�
1� A

B

�
(1 +Bz)�1 2F1

�
1; 1; �(1+�(p�j))

�k
+ 1; Bz

Bz+1

�
; B 6= 0

1 +
�(1+�(p�j))

�(1+�(p�j))+�k
Az ; B = 0

(3.4)

and q(z) is the best dominant. Furthermore,

Re
�(D�+p�1f(z))(j�1)

zp�j+1

��
>
� p!

(p� j + 1)!

��
�1; (3.5)

where

�1 =

8<
:

A
B
+
�
1� A

B

�
(1�B)�1 2F1

�
1; 1;

�(1+�(p�j))

�k
+ 1; B

B�1

�
; B 6= 0

1�
�(1+�(p�j))

�(1+�(p�j))+�k
A ; B = 0:

The estimate in (3:5) is best possible.

Proof. De�ning the function p(z) in E by

p(z) =
� (p� j + 1)!

p!
�
(D�+p�1f(z))(j�1)

zp�j+1

��
: (3.6)

and choosing the principal branch in (3.6), we see that p(z) 2 Pk. On di�erentiating

both the sides of (3.6) and using (3.2) in the resulting equation, we deduce that

p(z) +
� � zp0(z)

�(l. + �(p� j))
�

1 +Az

1 +Bz
(z 2 E):

Since (1 +Az)=(1 +Bz) is convex (univalent) in E, an application of Lemma 1 yields

p(z) � q(z) =
�(1 + �(p� j))

�k
� z�

�(1+�(p�j))
�k

Z z

0

t
�(1+�(p�j))

�k
�1

�
1 +At

1 +Bt
dt

=

8<
:

A
B
+ (1� A

B
)(1 +Bz)�1 2F1

�
1; 1; �(1+�(p�j))

�k
+ 1; Bz

Bz+1

�
; B 6= 0

1 +
�(1+�(p�j))

�(1+�(p�j))+�k
Az ; B = 0

by change of variable followed by the use of the identities (2.2), (2.3) and (2.4). This

completes the proof of (3.3).
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Next to prove (3.5), it su�ces to show that

inf
jzj<1

fRe(q(z))g = q(�1): (3.7)

Indeed, we have for jzj � r < 1,

Re
n1 +Az

1 +Bz

o
�

1�Ar

1�Br
:

Setting

g(s; z) =
1 +Asz

1 +Bsz
; (0 � s � 1; z 2 E)

and

d�(s) =
�(1 + �(p� j))

�k
s
�(1+�(p�j))

�k
�1ds

which is a positive measure on the closed interval [0; 1], we get

q(z) =

Z 1

0

g(s; z)d�(s)

so that

Refq(z)g �

Z 1

0

�1�Asr

1�Bsr

�
d�(s)

= q(�r); jzj � r < 1:

Now, letting r ! 1� in the above inequality, we obtain the assertion (3.7).

The estimate in (3.5) is best possible as the function q(z) is the best dominant.

Taking A = 1�
�
(p�j+1)!

p!

��
� 2�
1+�(p�j)

and B = �1 in Theorem 1, we get

Corollary 1. For 1 � j � p and f(z) 2 Ak(p), let �j(z) be de�ned in E by

(3:1).

(i) If

Ref�j(z)g > �
�
0 � � < (1 + �(p� j))

� p!

(p� j + 1)!

��
; z 2 E

�

then

Re
n (D�+p�1f(z))(j�1)

zp�j+1

o�
> �2 (z 2 E);

where �2 is given by

�2=
�

1+�(p�j)
+
n� p!

(p�j+1)!

��
�

�

1+�(p�j)

o
�

�
2F1

�
1; 1;

�(1+�(p�j))

�k
+1;

1

2

�
�1
�
:
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(ii) If

Ref�j(z)g < �
�
(1 + �(p� j)

� p!

(p� j)!

��
< �; z 2 E

�

then

Re
n(D�+p�1f(z))(j�1)

zp�j+1

o�
< �2 (z 2 E):

The estimates in (i) and (ii) are best possible.

Corollary 2. Let f(z) 2 Ak(p) and 2 � j � p. If for B 6= 0

(D�+p�1f(z))(j)

zp�j
�

p!

(p� j)!

1 +A�z

1 +Bz
(z 2 E)

where

A� =
B � 2F1(1; 1;

p+k�j+1
k

; B
B�1

)

B + 2F1(1; 1;
p+k�j+1

k
; B
B�1

)� 1

then D�+p�1f(z) is p-valent in E.

Proof. Putting � = � = 1 and replacing A by A� in Theorem 1, we deduce that

Re
nz(D�+p�1f(z))(j�1)

zp�j+2

o
= Re

n (D�+p�1f(z))(j�1)

zp�j+1

o
> 0 (z 2 E)

Since zp�j+2 is (p� j + 2)-valently starlike in E, in view of Theorem 8 of Nunokawa

[5], the function D�+p�1 is p-valent in E.

Remarks 1. Since for 1 � j � p, � = � = k = 1 and � = 1� p,

�2 >
(p� j + 1)!(2�+ p)!

2(p� j) + 3
;

part (i) of Corollary 1 improves the corresponding result due to Saitoh [12].

2. Putting j = p, k = 1 and � = 1� p in Corollary 2, we get the result contained in

[9, Theorem 2] which inturn yields the result obtained by Nunokawa [6] for B = �1.

Theorem 2. Let 1 � j � p, f(z) 2 Ak(p), let �j(z) be de�ned in E by (3:1).

(i) If

Re
n (D�+p�1f(z))(j�1)

zp�j+1

o�
> �

�
0 � � < (

p!

(p� j + 1)!
)�; z 2 E

�
(3.9)

then

Ref�j(z)g > (1 + �(p� j))� (jzj < R1);

where

R1 =
hp(�k)2 + (�(1 + �(p� j)))2 � �k

�(1 + �(p� j))

i 1
k

: (3.10)
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(ii) If

Re
n(D�+p�1f(z))(j�1)

zp�j+1

o�
< �

�
(

p!

(p� j + 1)!
)� < �; z 2 E

�

then

Ref�j(z)g < (1 + �(p� j))� (jzj < R1):

The bound R1 in (i) and (ii) is best possible.

Proof. Let us assume that (3.9) holds. Then

� (D�+p�1f(z))(j�1)

zp�j+1

��
= �+ (� � �)p(z) (z 2 E) (3.11)

where � = (p!=(p � j + 1)!)�. Choosing the principal branch in (3.11), we see that

p(z) 2 Pk and Re(p(z)) > 0 in E. On di�erentiating both the sides of (3.11) and

simplifying, we get

Ref�j(z)� (1 + �(p� j))�g = (� � �)Ref(1 + �(p� j))p(z) +
�

�
zp0(z)g: (3.12)

Using the well-known estimate

jzp0(z)j

Refp(z)g
�

2krk

1� r2k
(jzj = r < 1)

in (3.12), we obtain

Ref�j(z)� (1 + �(p� j))�g � (� � �)Rep(z)f(1 + �(p� j))�
2�krk

�(1� r2k)
g:

It is easily seen that the right-hand side of the above relation is positive when r < R1,

for R1 is given by (3.10). Hence, Ref�j(z)g > (1 + �(p� j))� for jzj < R1.

To show that the bound R1 is sharp, we take f(z) 2 Ak(p) de�ned in E by

� (D�+p�1f(z))(j�1)

zp�j+1

��
= �+ (� � �)(

1 + zk

1� zk
) (z 2 E)

with � = (p!=(p� j + 1)!)�. Noting that

�j(z)� (1 + �(p� j))� =
(� � �)

(1� zk)2
[(1 + �(p� j))(1� z2k) +

2�k

�
zk] = 0

for z = R1 exp(i�=k), we complete the proof of part (i) of the Theorem.

Similarly, we can prove part (ii) of the Theorem.

Using the same techniques as in the proof of Theorem 1, we have the following result.

Theorem 3. Let 1 � j � p, f(z) 2 Ak(p) and let 	j(z) be de�ned in E by

	j(z) = (1� �)
� (D�+p�1f(z))(j�1)

zp�j+1

��
+ �

(D�+pf(z))(j�1)

zp�j+1

�(D�+p�1f(z))(j�1)

zp�j+1

���1
:
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If

	j(z) �
� p!

(p� j + 1)!

�� 1 +Az

1 +Bz
(z 2 E)

then � (D�+p�1f(z))(j�1)

zp�j+1

��
�

p!

(p� j + 1)!
q(z);

where

q(z) =

8<
:

A
B
+
�
1� A

B

�
(1 +Bz)�1 2F1

�
1; 1; �(�+p)

�k
+ 1; Bz

Bz+1

�
; B 6= 0

1 +
�(�+p)

�(�+p)+�k
Az ; B = 0

and q(z)is the best dominant. Furthermore,

Re
�(D�+p�1f(z))(j�1)

zp�j+1

��
>
� p!

(p� j + 1)!

��
�3 (z 2 E); (3.13)

where

�3 =

8<
:

A
B
+
�
1� A

B

�
(1�B)�1 2F1

�
1; 1; �(�+p)

�k
+ 1; B

B�1

�
; B 6= 0

1 +
�(�+p)

�(�+p)+�k
A ; B = 0:

The estimate in (3:13) is best possible.

Theorem 4. For f(z) 2 Ak(p), let F�(z) be de�ned in E by

F�(z) = (1� �(� + 1))D�+p�1f(z) + �(� + p)D�+pf(z) (0 � �; z 2 E): (3.14)

If

F
(j)
� (z)

zp�j
� (1� �+ �p)

p!

(p� j)!

1 +Az

1 +Bz
(z 2 E) (3.15)

for 0 � j � p, then
(D�+p�1f(z))(j)

zp�j
�

p!

(p� j)!
q(z);

where

q(z) =

8<
:

A
B
+
�
1� A

B

�
(1 +Bz)�1 2F1

�
1; 1; 1��+�p

�k
+ 1; Bz

Bz+1

�
; B 6= 0

1 + 1��+�p
1��+�(p+k)

Az ; B = 0

and q(z) is the best dominant. Further, for 0 � j � p we have

Re
n(D�+p�1f(z))(j)

zp�j

o
>

p!

(p� j)!
�4 (z 2 E); (3.16)
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where �4 is given by

�4 =

8<
:

A
B
+
�
1� A

B

�
(1�B)�1 2F1

�
1; 1; 1��+�p

�k
+ 1; B

B�1

�
; B 6= 0

1� 1��+�p
1��+�(p+k)

A ; B = 0:

The estimate in (3:16) is best possible.

Proof. Using (3.14) and the identity (1.3), it follows that

F
(j)
� (z) = (1� �+ �j)(D�+p�1f(z))(j) + �z(D�+p�1f(z))(j+1) (3.17)

for 0 � j � p. Letting

p(z) =
(p� j)!

p!

(D�+p�1f(z))(i)

zp�j
(z 2 E); (3.18)

we note that p(z) 2 Pk. On di�erentiating both the sides of (3.18), using (3.15) and

(3.17) in the resulting equation followed by a simple calculation, we obtain

p(z) +
�

1� �+ �p
zp0(z) �

1 +Az

1 +Bz
(z 2 E):

The remaining part of the proof is similar to that of Theorem 1. So we omit the details.

Setting � = 1� p, k = 1, A = 1 �
2�(p�j)!

p!(1��+�p)
and B = �1 in Theorem 4, we obtain

the following.

Corollary 3. Let 0 � j � p, f(z) 2 Ap and F�(z) = (1 � �)f(z) + �zf 0(z) for

� � 0.

(i) If

Re
nF (i)

� (z)

zp�j

o
> � (0 � � <

p!(1� �+ �p)

(p� j)!
; z 2 E)

then

Re
nf (j)(z)

zp�j

o
>

�

1� �+ �p
+
n p!

(p� j)!
�

�

1� �+ �p

o
�( 2F1(1; 1;

1 + �p

�
+1;

1

2
)�1):

(ii) If

Re
nF (j)

� (z)

zp�j
g < � (

p!(1� �+ �p)

(p� j)!
< �; z 2 E)

then

Re
nf (j)(z)

zp�j

o
<

�

1� �+ �p
+
n �

1� �+ �p
�

p!

(p� j)!

o
�( 2F1(1; 1;

1 + �p

�
+1;

1

2
)�1):
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The estimates in (i) and (ii) are best possible.

Remark. We note that the results contained in Theorem 4 and Corollary 3 improves

the corresponding work of Yang [13].

Theorem 5. Let 0 � j � p, f(z) 2 Ak(p) and F�(z) be de�ned in E by (3:14).

(i) If

Re
n (D�+p�1f(z))(j)

zp�j

o
> � (0 � � <

p!

(p� j)!
; z 2 E);

then

Re
nF (j)

� (z)

zp�j

o
> (1� �+ �p)� (jzj < R2)

where

R2 =
hp(�k)2 + (1� �+ �p)2 � �k

(1� �+ �p)

i 1
k

:

(ii) If

Re
n (D�+p�1f(z))(j)

zp�j

o
< � (

p!

(p� j)!
< �; z 2 E);

then

Re
nF (j)

� (z)

zp�j

o
< (1� �+ �p)� (jzj < R2)

The bound R2 in (i) and (ii) is best possible.

Proof. De�ning the function p(z) in E by

(D�+p�1f(z))(j)

zp�j
= �+ (� � �)p(z) (3.19)

with � = p!=(p� j)!, we see that p(z) 2 Pk and Re(p(z)) > 0 in E. Di�erentiating both

the sides of (3.19) and using (3.17) in the resulting equation, we obtain

Re
nF (j)

� (z)

zp�j
� (1� �+ �p)�

o
= (� � �)Ref(1� �+ �p)p(z) + �zp0(z)g:

The estimates in (i) and (ii) can now be deduced on the same lines as that of Theorem

2.

The bound R2 can be seen to be sharp by taking f 2 Ak(p) de�ned by

(D�+p�1f(z))(j)

zp�j
= �+ (� � �)

1 + zk

1� zk
(0 � j � p; z 2 E):

Remark. We note that our method of proof of Theorem 5 is much simpler than that

of Yang [13].

We now study certain integral transforms of functions in Ak(p).
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Theorem 6. For f(z) 2 Ak(p), let I
(z) be de�ned in E by

I
(z) =

 + p

z


Z z

0

t
�1f(t)dt (
 > �p): (3.20)

If

(D�+p�1f(z))(j)

zp�j
�

p!

(p� j)!
�
1 +Az

1 +Bz
(0 � j � p; z 2 E) (3.21)

then
(D�+p�1I
(z))

(j)

zp�j
�

p!

(p� j)!
q(z); (3.22)

where

q(z) =

8<
:

A
B
+
�
1� A

B

�
(1 +Bz)�1 2F1

�
1; 1; 
+p

k
+ 1; Bz

Bz+1

�
; B 6= 0

1 + 
+p

+p+k

Az ; B = 0

and q(z) is the best dominant. Furthermore, for 0 � j � p we have

Re
n (D�+p�1I
(z))

(j)

zp�j

o
>

p!

(p� j)!
�5 (z 2 E); (3.23)

where �5 is given by

�5 =

8<
:

A
B
+
�
1� A

B

�
(1�B)�1 2F1

�
1; 1; 
+p

k
+ 1; B

B�1

�
; B 6= 0

1� 
+p

+p+k

A ; B = 0:

The estimate in (3:23) is best possible.

Proof. Letting

p(z) =
(p� j)!

p!

(D�+p�1I
(z))
(j)

zp�j
(z 2 E);

we see that p(z) 2 Pk. On di�erentiating the above expression, using (3.21) and the

identity

z(D�+p�1I
(z))
(j+1) = (
 + p)(D�+p�1f(z))(j) � (
 + j)(D�+p�1I
(z))

(j)

in the resulting equation, we get

p(z) +
zp0(z)


 + p
�

1 +Az

1 +Bz
(z 2 E):

Now, the assertion (3.22) and the estimate (3.23) follow by employing the techniques

that proved Theorem 1.

Taking A = 1� 2� (p�j)!

p!
and B = �1 in Theorem 6, we get

Corollary 4. Let 0 � j � p, f(z) 2 Ak(p) and I
(z) be de�ned in E by (3:20).
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(i) If

Re
n(D�+p�1f(z))(j)

zp�j

o
> � (z 2 E);

then

Re
n (D�+p�1I
(z))

(j)

zp�j

o
>�+

n p!

(p�j)!
��
o
� ( 2F1(1; 1;


+p

k
+1;

1

2
)�1) (z 2 E):

(ii) If

Re
n (D�+p�1f(z))(j)

zp�j

o
< � (

p!

(p� j)!
< �; z 2 E);

then

Re
n (D�+p�1I
(z))

(j)

zp�j

o
<��

n
��

p!

(p�j)!

o
� ( 2F1(1; 1;


+p

k
+1;

1

2
)�1) (z 2 E):

The estimates in (i) and (ii) are best possible.

Following the lines of proof of Theorem 2, we have

Theorem 7. Let 0 � j � p and I
(z) be de�ned by (3:20).

(i) If

Re
n (D�+p�1I
(z))

(j)

zp�j

o
> � (0 � � <

p!

(p� j)!
; z 2 E);

then

Re
n (D�+p�1f(z))(j)

zp�j

o
> � (jzj < R3)

where

R3 =
hp

(
 + p)2 + k2 + k
i�1

k

:

(ii) If

Re
n(D�+p�1I
(z))

(j)

zp�j

o
< � (

p!

(p� j)!
< �; z 2 E);

then

Re
n (D�+p�1I
((z))

(j)

zp�j

o
< � (jzj < R3)

The bound R3 in (i) and (ii) are best possible.
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