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THE EIGENVALUES’ FUNCTION OF THE FAMILY OF

STURM-LIOUVILLE OPERATORS AND THE INVERSE PROBLEMS

TIGRAN HARUTYUNYAN

Abstract. We study the direct and inverse problems for the family of Sturm-Liouville op-

erators, generated by fixed potential q and the family of separated boundary conditions.

We prove that the union of the spectra of all these operators can be represented as a

smooth surface (as the values of a real analytic function of two variables), which has spe-

cific properties. We call this function “the eigenvalues function of the family of Sturm-

Liouville operators (EVF)". From the properties of this function we select those, which

are sufficient for a function of two variables be the EVF of a family of Sturm-Liouville

operators.

1. Introduction and statement of the main results

Let us denote by L(q,α,β) the Sturm-Liouville boundary-value problem

ℓy ≡−y ′′+q(x)y =µy, x ∈ (0,π), µ ∈C, (1.1)

y(0)cosα+ y ′(0)sinα= 0, α ∈ (0,π], (1.2)

y(π)cosβ+ y ′(π)sinβ= 0, β ∈ [0,π), (1.3)

where q is a real-valued function, summable on [0,π] (we write q ∈ L1
R

[0,π]). By L(q,α,β)

we also denote the self-adjoint operator, generated by problem (1.1)-(1.3) (see [1, 2, 3]). It

is known, that under these conditions the spectra of the operator L(q,α,β) is discrete and

consists of real, simple eigenvalues (see [1, 2, 3, 4]), which we denote by µn = µn(q,α,β) =
λ2

n(q,α,β), n = 0,1,2, . . . , emphasizing the dependence of µn on q , α and β. We assume that

eigenvalues are enumerated in the increasing order, i.e.

µ0(q,α,β) <µ1(q,α,β) < ·· · <µn(q,α,β) < . . . .

The existence, countability and asymptotic formulae for the eigenvalues of the opera-

tor L(q,α,β), in the cases of smooth q , were investigated in XIX and in the beginning of XX
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century (see, e.g., [5, 6, 7]). The dependence of µn on q was investigated in [8, 9, 10, 11] for

q ∈ L2
R

[0,π] and we will not concern to this aspect. The dependence of µn on α and β usually

studied (see e.g. [1, 2, 3, 12, 13, 14, 15]) in the following sense: the boundary conditions are

separated into four cases, and results, in particular the asymptotics of the eigenvalues, are

formulated separately for each case (more detailed list is in [16], page 386), namely:

1) µn(q,α,β) = n2 +
2

π

(

cotβ−cotα
)

+
[

q
]

+ rn

(

q,α,β
)

, if α,β ∈ (0,π) , (1.4)

2) µn(q,π,β)=
(

n +
1

2

)2

+
2

π
cotβ+

[

q
]

+ rn

(

q,β
)

, if β ∈ (0,π) , (1.5)

3) µn(q,α,0) =
(

n +
1

2

)2

−
2

π
cotα+

[

q
]

+ rn

(

q,α
)

, if α ∈ (0,π) , (1.6)

4) µn

(

q,π,0
)

= (n +1)2 +
[

q
]

+ rn

(

q
)

, (1.7)

where
[

q
]

=
1

π

∫π

0
q (t )d t and rn = o(1) when n →∞, but this estimate for rn is not uniform in

α,β ∈ [0,π] and we cannot obtain (1.5), (1.6) and (1.7) from (1.4) by passing to the limit when

α→π or β→ 0.

And we want to have one formula instead of this four.

Our first aim is to understand the nature of the dependence of eigenvalues µn(q,α,β)

on parameters α and β. In the paper [4] we have proved that the dependence of eigenvalues

µn on α and β is smooth (analytic) and we have derived one new formula (see below (1.8)),

which takes into account this smooth dependence, which contains all formulae (1.4)–(1.7) as

the particular cases and in which the estimate of reminder is uniform with respect to α, β and

q . More explicitly, in [4] we have proved the following assertion.

Theorem 1.1 ([4]). The lowest eigenvalue µ0(q,α,β) has the property:

lim
α→0

µ0(q,α,β) =−∞, lim
β→π

µ0(q,α,β) =−∞.

For eigenvalues µn(q,α,β), n = 2,3, . . . , the formula

λ2
n(q,α,β) :=µn(q,α,β) =

[

n +δn(α,β)
]2 +

[

q
]

+ rn(q,α,β), (1.8)

hold, where δn is the solution of the equation

δn(α,β) =
1

π
arccos

cosα
√

[

n +δn(α,β)
]2

sin2α+cos2α

−
1

π
arccos

cosβ
√

[

n +δn(α,β)
]2

sin2β+cos2β

, (1.9)

and rn = rn(q,α,β) = o(1), when n → ∞, uniformly by α,β ∈ [0,π] and q from the bounded

subsets of L1
R

[0,π] (we will write q ∈ BL1
R

[0,π]).
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This theorem has two parts. The first is connected with the behaviour of µ0. These con-

nections one of the reasons, why we take α ∈ (0,π] and β ∈ [0,π).

The second connected with the formula µn

(

0,α,β
)

=
[

n +δn

(

α,β
)]2

, n ≥ 2, where for

the first time was obtained the explicit formula for the zero potential. In many respect these

advantages of formula (1.8) stipulated by introducing (in consideration) the sequence of func-

tions
{

δn

(

α,β
)}∞

n=2 , which we define for n ≥ 2 as

δn(α,β) :=
√

µn(0,α,β)−n =λn(0,α,β)−λn

(

0,
π

2
,
π

2

)

,

i.e. δn is the "distance" between λn(0,α,β) and λn(0,
π

2
,
π

2
) = n, (after we have proved, that

δn satisfy (1.9)), and because of which the estimate of reminder term became uniform with

respect to q , α and β.

It is easily follows from (1.9) (see for details [4]), that

1) δn(α,β) =
cotβ−cotα

πn
+O

(

1

n2

)

, when α,β ∈ (0,π), (1.10)

2) δn(π,β) =
1

2
+

cotβ

π
(

n + 1
2

) +O

(

1

n2

)

, when β ∈ (0,π),

3) δn(α,0) =
1

2
−

cotα

π
(

n + 1
2

) +O

(

1

n2

)

, when α ∈ (0,π),

4) δn(π,0) = 1,

Although (1.9) is not a representation of δn

(

α,β
)

, but only an (transcendental) equation, it is

sufficiently convenient for investigation. In particular, using the program “Wolfram Mathe-

matica”, we construct the graphs of δn

(

α,β
)

for different n. On Figure 1 we show the graphs

of δ10 and δ100.

When n = 10. When n = 100.

Figure 1: The graphs of the function δn(α,β).
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In what follows let ϕ(x,µ,γ) and ψ(x,µ,δ) denote the solutions of (1.1), satisfying the

initial conditions

ϕ(0,µ,γ) = sinγ, ϕ′(0,µ,γ) =−cosγ, γ ∈C, (1.11)

ψ(π,µ,δ) = sinδ, ψ′(π,µ,δ) =−cosδ, δ ∈C,

correspondingly. The eigenvalues µn =µn(q,α,β),, n = 0,1,2, . . . , of L(q,α,β) are the solutions

of the equation

Φ(µ) =Φ(µ,α,β)
de f
= ϕ(π,µ,α)cosβ+ϕ′(π,µ,α)sinβ= 0, α ∈ (0,π].

The functions ϕn(x) = ϕ(x,µn ,α) and ψn(x) = ψ(x,µn ,β), n = 0,1,2, . . ., are the eigen-

functions, corresponding to the eigenvalue µn . Since the eigenvalues are simple, the eigen-

functions ϕn(x) and ψn(x) are linearly dependent, i.e. there exist constants cn = cn(q,α,β)

such that

ϕ(x,µn ,α) = cn ψ(x,µn ,β). (1.12)

The squares of the L2-norms of these eigenfunctions:

an = an(q,α,β) =
π

∫

0

|ϕn(x)|2d x, bn = bn(q,α,β) =
π

∫

0

|ψn(x)|2d x, (1.13)

are called the norming constants. In [4] we have proved that

∂µ(q,α,β)

∂α
=

1

an(q,α,β)
, (1.14)

∂µ(q,α,β)

∂β
=−

1

bn(q,α,β)
. (1.15)

In order to investigate the dependence of the spectral data on parameters α and β in papers

[17, 4, 18] we introduce the conception of "the eigenvalues function (EVF)". In order to give

the definition, we note that arbitrary positive number γ we can represent in the form γ =
α+πn, where α ∈ (0,π] and n = 0,1,2, . . . ; and arbitrary δ ∈ (−∞,π) we can represent as δ =
β−πm, where β ∈ [0,π) and m = 0,1,2, . . .

Let us note that here we assume q is fixed, so when we say "the function µ(q,γ,δ) of two

arguments" we understand that arguments are γ and δ.

Definition. The function µ(q,γ,δ) of two arguments, defined on (0,∞)× (−∞,π) by formula

µ(q,γ,δ) =µ(q,α+πn,β−πm)
de f
= µn+m(q,α,β), (1.16)
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Figure 2: The domain (0,∞)× (−∞,π).

Figure 3: The graph of the function µ(0,γ,δ).

where µk (q,α,β), k = 0,1,2, . . . , are the eigenvalues of L(q,α,β), enumerated in the increasing

order, we shall call the eigenvalues function (EVF) of the family of the problems (operators)

{L(q,α,β),α ∈ (0,π],β ∈ [0,π)}.

The meaning of this definition is easy to see on Figure 2. On Figure 3 we show the graph

of EVF µ(0,γ,δ), which contain part of µ0.

Of course, these graph constructed for the case q(x) ≡ 0, but when we add q(x) 6= 0 the
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changes of graphs are not principal. Thus, we understand the nature of dependence of eigen-

values on parameters α and β in means of picture of graphs. More deep and strong under-

standing of this dependence we give in the next theorem.

Theorem 1.2. The EVF µ(q,γ,δ) has the properties:

P.1) for arbitrary fixed β ∈ [0,π) the function µ+(γ) =µ(q,γ,β) is strictly increasing on (0,∞)

and its range of values is the whole real axis (−∞,∞),

for arbitrary fixed α ∈ (0,π] the function µ−(δ) = µ(q,α,δ) is strongly decreasing on

(−∞,π) and its range of values is (−∞,∞);

P.2) for arbitrary (γ,δ) ∈ (0,∞)× (−∞,π) there exists a neighborhood Uγ,δ ⊂ C
2, on which

defined one-valued analytic function µ̃(γ̃, δ̃) (of two complex variables γ̃ and δ̃), which

coincide with µ(q,γ,δ) for real values of arguments γ and δ (from Uγ,δ). In other words,

µ(q,γ,δ) is a real analytic function on (0,∞)× (−∞,π);

P.3) for λn(q,α,β) (λ2
n =µn) the following asymptotic (when n →∞) formulae hold:

λn = n +δn(α,β)+
[q]

2[n +δn(α,β)]
+ ln ,

where the reminders ln = ln(q,α,β) are such that ln = o





1

n



, when n →∞, uniformly

by α,β ∈ [0,π] and q ∈ BL1
R

[0,π], and the function l (·), defined by formula

l (x)=
∞
∑

n=1

ln sin nx,

is absolutely continuous on arbitrary segment [a,b] ⊂ (0,2π), i.e. l ∈ AC (0,2π), for each

(α,β) ∈ (0,π]× [0,π) and each q ∈ L1
R

[0,π];

P.4+) for norming constant an = an(q,α,β) the following asymptotic formula hold:

an(q,α,β) =
[

∂µ(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

]−1

=
π

2



1+
2æn

(

q,α,β
)

π
[

n +δ
(

α,β
)]+ rn



sin2α

+
π

2
[

n +δn(α,β)
]2



1+
2æn

(

q,α,β
)

π
[

n +δ
(

α,β
)]+ r̃n



cos2α,

where

æn = æn

(

q,α,β
)

=−
1

2

∫π

0
(π− t ) q (t )sin2

[

n +δn

(

α,β
)]

t d t ,
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rn = rn

(

q,α,β
)

= O





1

n2



 and r̃n = r̃n

(

q,α,β
)

= O





1

n2



 , when n → ∞, uniformly by

α,β ∈ [0,π] and q ∈ BL1
R

[0,π]. For arbitrary (α,β) ∈ (0,π]× [0,π) the function

k(x) :=
∞
∑

n=2

æn

n +δn

(

α,β
)cos

[

n +δn

(

α,β
)]

x

is absolutely continuous function on arbitrary segment [a,b]⊂ (0,2π) , i.e. k ∈ AC (0,2π);

P.4−) for norming constant bn = bn(q,α,β) the following asymptotic formula hold:

bn(q,α,β) =−
[

∂µ(α,δ)

∂δ

∣

∣

∣

∣

δ=β−πn

]−1

=
π

2



1+
2æn

(

q,α,β
)

π
[

n +δ
(

α,β
)]+pn



sin2β+
π

2
[

n +δn(α,β)
]2



1+
2æn

(

q,α,β
)

π
[

n +δ
(

α,β
)]p̃n



cos2β

where pn = pn

(

q,α,β
)

= O





1

n2



 and p̃n = p̃n

(

q,α,β
)

= O





1

n2



 , when n → ∞, uni-

formly in α,β ∈ [0,π] and q ∈ BL1
R

[0,π];

P.5+) for arbitrary ε ∈ (0,π), ε 6=α, (α,β) ∈ (0,π]× [0,π)

1

an(q,α,β)
=

∂µ(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

=











































































































sinε

sinα

µn(α,β)−µn (ε,β)

sin(α−ε)

∞
∏

k=0
k 6=n

µk (ε,β)−µn(α,β)

µk (α,β)−µn (α,β)
, if α,β ∈ (0,π),

π
(

n + 1
2

)2

4n2
·
[

µ0(ε,β)−µn(π,β)
]

·
[

µn(π,β)−µn(ε,β)
]

µ0(π,β)−µn(π,β)
·

·
∞
∏

k=1
k 6=n

(

k + 1
2

)2

k2
·
µk (ε,β)−µn(π,β)

µk (π,β)−µn(π,β)
, if α=π,β ∈ (0,π) and n 6= 0,

π

4

[

µ0(π,β)−µ0(ε,β)
]

·

·
∞
∏

k=1

(

k + 1
2

)2

k2
·
µk (ε,β)−µ0(π,β)

µk (π,β)−µ0(π,β)
, if α=π,β ∈ (0,π) and n = 0,

(n +1)2

(

n + 1
2

)2

µn(π,0)−µn (ε,0)

π

∞
∏

k=0
k 6=n

(k +1)2

(

k + 1
2

)2
·
µk (ε,0)−µn (π,0)

µk (π,0)−µn(π,0)
, if α=π,β= 0;

P.5−) for arbitrary η ∈ [0,π), η 6=β, (α,β) ∈ (0,π]× [0,π)

1

bn(q,α,β)
= −

∂µ(α,δ)

∂δ

∣

∣

∣

∣

δ=β−πn
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=















































































































sinη

sinβ
·
µn(α,β)−µn (α,η)

sin(β−η)

∞
∏

k=0
k 6=n

µk (α,η)−µn (α,β)

µk (α,β)−µn (α,β)
, if α,β ∈ (0,π),

π
(

n + 1
2

)2

4n2
·
[

µn(α,0)−µn (α,η)
]

·
[

µ0(α,η)−µn (α,0)
]

µ0(α,0)−µn (α,0)
·

·
∞
∏

k=1
k 6=n

(

k + 1
2

)2

k2
·
µk (α,η)−µn (α,0)

µk (α,0)−µn (α,0)
, if α=π,β ∈ (0,π),n 6= 0,

π

4

[

µ0(α,0)−µ0(α,η)
]

·

·
∞
∏

k=1

(

k + 1
2

)2

k2
·
µk (α,η)−µn (α,0)

µk (α,0)−µn (α,0)
, if α=π,β ∈ (0,π),n = 0,

(n +1)2

(

n + 1
2

)2

µn(π,0)−µn(π,η)

π

∞
∏

k=0
k 6=n

(k +1)2

(

k + 1
2

)2
·
µk (π,η)−µn(π,0)

µk (π,0)−µn(π,0)
, if α=π,β= 0;

P.6+) for α(0,π)
∞
∑

n=0

{

sin2α

an(q,α,β)
−

1

a0
n

}

= cotα,

where a0
0 = a0

(

0, π
2

, π
2

)

=π, and a0
n = an

(

0, π
2

, π
2

)

= π
2

, for n = 1,2, . . . ,;

P.6−) for β(0,π)
∞
∑

n=0

{

sin2β

bn(q,α,β)
−

1

b0
n

}

=−cotβ,

where b0
0 = b0

(

0, π
2

, π
2

)

=π, and b0
n = bn

(

0, π
2

, π
2

)

= π
2

, for n = 1,2, . . . ,;

P.7) for arbitrary α,β ∈ (0,π), the following formulae hold:

an(q,α,β) ·bn (q,α,β)

=































[

πsinαsinβ
∞
∏

k=1

µk (q,α,β)−µ0(q,α,β)

k2

]2

, if n = 0,





π

n2

[

µ0(q,α,β)−µn(q,α,β)
]

sinαsinβ
∞
∏

k=1
k 6=n

µk (q,α,β)−µn (q,α,β)

k2





2

, if n 6= 0,

(1.27)

Theorem 1.2 corresponds to the direct Sturm-Liouville problems. In this theorem we

collect some results, which was obtained separately in our previous paper and some new. We

need in such a statement of Theorem 1.2, since namely these 7 properties are necessary and

sufficient for a function to be the EVF (see below).

The inverse problem.

By formula (1.16) we construct the map

L1
R

[0,π]∋ q →µ(· , ·), (1.28)
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where we state the correspondence between L1
R

[0,π] and surfaces µ(· , ·), defined on (0,∞)×
(−∞,π), which have the properties P.1) − P.7) of Theorem 1.2. One of the principal result

of our work (it is our second aim) is that the map (1.28) is one to one, or, in other words,

the properties described in Theorem 1.2 not only necessary but also sufficient for a function,

possessing these properties, to be the EVF of a family of operators {L(q,α,β),α ∈ (0,π],β ∈
[0,π)}.

To make more precise what we keep in mind, we formulate the assertion.

Theorem 1.3. Let a function ν (·, ·) of two variables γ and δ, where γ changes on (0,∞) and δ

changes on (−∞,π), has the property

ν
(

α+πn,β
)

= ν
(

α,β−πn
)

=ν
(

α+πk ,β−πm
)

for arbitrary α ∈ (0,π], β ∈ [0,π) and arbitrary k ,m,n = 0,1,2, . . . , such that k +m = n. This

value of function ν(·, ·) we will denote by νn(α,β), i.e.

νn(α,β)
de f
:= ν

(

α+πn,β
)

=ν
(

α,β−πn
)

= ν
(

α+πk ,β−πm
)

. (1.29)

That means ν(·, ·) corresponds to Figure 2), where instead of µn state νn .

Besides, let function ν(·, ·) has the properties:

P.1. For each fixed δ ∈ (−∞,π) function ν (·,δ) is strictly increasing by γ on (0,∞) and for

arbitrary β ∈ [0,π) the range of ν
(

·,β
)

is the whole real axis (−∞,∞) .

For each fixed γ ∈ (0,∞) function ν
(

γ, ·
)

is strictly decreasing by δ on (−∞,π) and for

arbitrary α ∈ (0,π] the range of ν (α, ·) is the whole real axis (−∞,∞) .

P.2. ν (·, ·) is a real analytic function on (0,∞)× (−∞,π) .

P.3. There exist a constant c and a sequence {ln}∞n=2 such that the asymptotics (n →∞)

√

νn(α,β) =n +δn(α,β)+
c

2[n +δn(α,β)]
+ ln (1.30a)

hold, where

ln = o

(

1

n

)

, (1.30b)

and the function

l (x) :=
∞
∑

n=2

ln sin[n +δn(α,β)] x (1.30c)

is absolutely continuous on arbitrary [a,b]⊂ (0,2π) , i.e.

l ∈ AC (0,2π) . (1.30d)
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P.4+.
[

∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

]−1

=
π

2
[1+ sn1]sin2α+

π

2
[

n +δn(α,β)
]2

[1+ sn2]cos2α,

where

sni = o





1

n



 ,

and the functions (i = 1,2)

Si (x) :=
∞
∑

n=2

sni cos
[

n +δn

(

α,β
)]

x

are absolutely continuous on arbitrary segment [a,b]⊂ (0,2π) , i.e. Si ∈ AC (0,2π).

P.4−.
[

∂ν(α,δ)

∂δ

∣

∣

∣

∣

δ=β−πn

]−1

=−
π

2

[

1+pn1

]

sin2β−
π

2
[

n +δn(α,β)
]2

[

1+pn2

]

cos2β,

where

pni = o





1

n



 ,

and the functions (i = 1,2)

Pi (x) :=
∞
∑

n=2

pni cos
[

n +δn

(

α,β
)]

x

are absolutely continuous on arbitrary segment [a,b]⊂ (0,2π) , i.e.

Pi ∈ AC (0,2π) .

P.5+. For arbitrary α,β ∈ (0,π) and arbitrary ε ∈ (0,π), ε 6=α,

∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

=
sinε

sinα

νn(α,β)−νn (ε,β)

sin(α−ε)

∞
∏

k=0
k 6=n

νk (ε,β)−νn (α,β)

νk (α,β)−νn(α,β)
. (1.33)

P.5−. For arbitrary α,β ∈ (0,π) and arbitrary η ∈ [0,π), η 6=β,

∂ν(α,δ)

∂δ

∣

∣

∣

∣

δ=β−πn

=
sinη

sinβ
·
νn(α,β)−νn (α,η)

sin(β−η)

∞
∏

k=0
k 6=n

νk (α,η)−νn (α,β)

νk (α,β)−νn (α,β)
.

P.6+. If α ∈ (0,π)
∂ν0(α,β)

∂α
sin2α−

1

π
+

∞
∑

n=1

{

∂νn(α,β)

∂α
sin2α−

2

π

}

= cotα.
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P.6−. If β ∈ (0,π)

∂ν0(α,β)

∂β
sin2β+

1

π
+

∞
∑

n=1

{

∂νn(α,β)

∂β
sin2β+

2

π

}

= cotβ. (1.34)

P.7. For arbitrary α,β ∈ (0,π)

−
∂νn(α,β)

∂α

∂νn(α,β)

∂β

=































[

πsinαsinβ
∞
∏

k=1

µk (q,α,β)−µ0(q,α,β)

k2

]−2

, if n = 0





π

n2

[

µ0(q,α,β)−µn (q,α,β)
]

sinαsinβ
∞
∏

k=1
k 6=n

µk (q,α,β)−µn (q,α,β)

k2





−2

, if n 6=0.

(1.35)

Then there exists unique function q ∈ L1
R

[0,π] (unique in the sense of L1), such that

µn

(

q,α,β
)

= νn

(

α,β
)

(1.36)

for all
(

α,β
)

∈ (0,π]× [0,π) and all n = 0,1,2, . . ., i.e. ν (·, ·) is EVF of the family of operators
{

L(q,α,β);α ∈ (0,π] ,β ∈ [0,π)
}

.

The organization of our paper is as follows: in Section 2 we give the proof of Theorem

1.2, in Section 3 we give some auxiliary results, which must help to prove Theorem 1.3, and in

Section 4 we give the proof of Theorem 1.3.

2. The proof of Theorem 1.2.

P.1) The strict increasing of function µ+(γ) follows from relation (1.14) and the strict de-

creasing of function µ−(δ) follows from relation (1.15). The proof that the ranges of val-

ues of µ+(·) and µ−(·) are the whole real axis (−∞,∞) there is in [4] (see [4], page 289).

From this property follows that µ0(q,α,β) → −∞ when α → 0 and µ0(q,α,β) → −∞
when β→π. From this property follows also the alternation of eigenvalues {µn(q,α,β)}

and {µn(q,α1,β)}, if 0 <α<α1 ≤π, and also the alternation of eigenvalues {µn(q,α,β)}

and {µn(q,α,β1)}, if 0 ≤β<β1 <π.

It is well-known that alternation of the two spectra corresponding to the points (α,β)

and (α1,β) [or (α,β) and (α,β1)] it is one of necessary and sufficient conditions for solv-

ability the inverse problem by two spectra (see Borg [19], Marchenko [16], Krein [20],

Levitan [21], Gasymov-Levitan [22], Zhikov [13] and others). Now we see that alterna-

tion is the corollary of increasing of function µ+ or decreasing of function µ−.
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P.2) The analyticity of EVF is also proved in [4] (see [4], page 288). It is a new property. Here

we achieve one of the main part of our first aim: the dependence of eigenvalues on

parametersα and β is analytic and the introduction of EVF shows, in particular, how µn

analytically turn into µn−1 or µn+1 by edges of the square. It also let us in Theorem 1.3

state the conditions P.5± only for interior points of the square (0,π]× [0,π).

P.3) The asymptotics of eigenvalues for the cases α,β ∈ (0,π) (the interior points) and α =
π,β = 0 (the corner) proved in [23]. For the cases α = π,β ∈ (0,π) and α ∈ (0,π),β = 0

(the open edges) it is proved in [29].

P.4±) The asymptotics of norming constants for the cases α,β ∈ (0,π) and α = π,β = 0 ob-

tained in [30], for the cases α=π,β ∈ (0,π) and α ∈ (0,π),β= 0 it is obtained in [29].

P.5±) The representations of norming constants by two spectra was obtained in [24].

P.6±) These properties were obtained in [25] and [26], see also [27] and[28].

P.7) Here we give the proof of P.7).

Let us write that ϕ(x,µ,α) =ϕ(x,µ) (see (1.11)) is the solution of (1.1)

−ϕ′′(x,µ)+q(x)ϕ(x,µ) =µϕ(x,µ), (a.e. on (0,π)) (2.1)

and let us to take the derivative by µ

(

· =
∂

∂µ

)

of the last equality (2.1):

−ϕ̇′′(x,µ)+q(x)ϕ̇(x,µ) =ϕ(x,µ)+µϕ̇(x,µ). (2.2)

If we multiply two hands of (2.1) by ϕ̇(x,µ), two hands of (2.2) by ϕ(x,µ), and subtract from

the second equality the first, we will obtain

ϕ′′(x,µ)ϕ̇(x,µ)− ϕ̇′′(x,µ)ϕ(x,µ) ≡
d

d x

[

ϕ′(x,µ)ϕ̇(x,µ)− ϕ̇′(x,µ)ϕ(x,µ)
]

=ϕ2(x,µ).

Integrating the last equality from 0 to π, we obtain

∫π

0
ϕ2(x,µ,α)d x =ϕ′(π,µ,α)ϕ̇(π,µ,α)− ϕ̇′(π,µ,α)ϕ(π,µ,α). (2.3)

It is easy to see that the value of the expression ϕ′ϕ̇−ϕ̇′ϕ in 0 equals 0. From (2.3), (1.12)–(1.13)

follow that

an =
∫π

0
ϕ2(x,µn ,α)d x = cnψ

′(π,µn)ϕ̇(π,µn)− ϕ̇′(π,µn)cnψ(π,µn)

= +cn

[

−cosβϕ̇(π,µn)− ϕ̇′(π,µn)sinβ
]
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= −cn
∂

∂µ

[

ϕ(π,µn)cosβ+ϕ′(π,µn)sinβ
]

=−cnΦ̇(µn ,α,β). (2.4)

From the other hand, it follow from (1.12) that an = c2
nbn and, consequently,

bn =−
1

cn
Φ̇(µn). (2.5)

If we multiply (2.4) and (2.5), we will obtain

anbn =
[

Φ̇(µn)
]2

. (2.6)

In paper [24] we have obtained the representation of Φ̇(µn) in form of infinite product (see

[24], page 5):

Φ̇(µn) =



























−πsinαsinβ
∞
∏

k=1

µk (q,α,β)−µ0(q,α,β)

k2
, if n = 0,

−
π

n2

[

µ0(q,α,β)−µn(q,α,β)
]

sinαsinβ
∞
∏

k=1
k 6=n

µk (q,α,β)−µn (q,α,β)

k2
, if n 6= 0,

Together with (2.6) it gives formula (1.27). Thus, P.7) is proved.

3. Auxiliary results

In many papers (see, e.g., [13], [15], [22]), where considered the cases sinα 6= 0 and sinβ 6=

0, under norming constants understand the quantities ãn =
an

sin2α
and b̃n =

bn

sin2β
, n =

0,1,2, . . . .

In [26] the following results were obtained:

Theorem 3.1 ([26]). For a real increasing sequence {µn}∞n=0 = {λ2
n}∞n=0 and a positive sequence

{ãn}∞n=0 to be the set of eigenvalues and the set of norming constants respectively for boundary-

value problem L(q,α,β) with a q ∈ L1
R

[0,π] and fixed α,β ∈ (0,π) it is necessary and sufficient

that the following relations hold:

1) the sequence {λn }∞n=0 has asymptotic form

λn = n +
ω

n
+ ln , (3.1a)

where ω= const ,

ln = o





1

n



 , when n →∞, (3.1b)
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and the function l (·), defined by formula

l (x) :=
∞
∑

n=1

ln sinnx, (3.1c)

is absolutely continuous on arbitrary segment [a,b]⊂ (0,2π), i.e.

l ∈ AC (0,2π); (3.1d)

2) the sequence {ãn}∞n=0 has asymptotic form

ãn =
π

2
+ sn , (3.2a)

where

sn = o





1

n



 , when n →∞, (3.2b)

and the function s(·), defined by formula

s(x) :=
∞
∑

n=1

sn cos nx, (3.2c)

is absolutely continuous on arbitrary segment [a,b]⊂ (0,2π), i.e.

s ∈ AC (0,2π); (3.2d)

3)

1

ã0
−

1

π
+

∞
∑

n=1

( 1

ãn
−

2

π

)

= cotα, (3.3)

4)

ã0

(

π
∏∞

k=1

µk−µ0

k2

)2
−

1

π
+

∞
∑

n=1







ãnn4

(

π[µ0 −µn]
∏∞

k=1
k 6=n

µk−µn

k2

)2
−

2

π






=−cotβ. (3.4)

As the corollary of the sufficient part of this theorem we want to have the following theo-

rem:

Theorem 3.2. If a function ν(·, ·) satisfies the conditions of Theorem 1.3, then for each point

(α,β) ∈ (0,π)× (0,π) there exists unique function q ∈ L1
R

[0,π], s.t.

µn(q,α,β) = νn(α,β), (3.5)

1

an(q,α,β)
=

∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

=
∂νn(α,β)

∂α
, (3.6)

−
1

bn(q,α,β)
=

∂ν(α,δ)

∂δ

∣

∣

∣

∣

δ=β−πn

=
∂νn(α,β)

∂β
, (3.7)

for all n = 0,1,2, . . . .
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Indeed, since ν(γ,δ) is increasing by γ (property 1), then the sequence {νn}∞n=0 defined in

(1.29) by

νn(α,β) = ν(α+πn,β)= ν(α,β−πn), n = 0,1,2, . . . ,

is a real increasing sequence, and since for α,β ∈ (0,π), δn (α,β) = O

(

1

n

)

(see (1.10)), then

(according to the property P.3
p
νn can be represented in the form

λn =
p
νn =n +

ω

n
+ ln ,

where ω= const =
cotβ−cotα

2
+

c

2
, and ln satisfy to the conditions (3.1b)–(3.1d);

If we take as the sequence ãn

ãn =
[

∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

]−1
1

sin2α

then this sequence {ãn}∞n=0 will satisfy to the conditions (3.2a)–(3.2d) (according to property

P.4+);

According to the property P.6+ of Theorem 1.3 we have also the condition (3.3) of Theo-

rem 3.1;

If we define the quantity
∂νn(α,β)

∂β
from P.7 and substitute into equation (1.34) of P.6−,

then we will obtain the condition (3.4).

Thus all the conditions of Theorem 3.1 are satisfied. So there exists q ∈ L1
R

[0,π], s.t. the

connections (3.5)–(3.7) hold for arbitrary α,β ∈ (0,π). Here arises a question: is the function

q still remaining the same, when we change α and β? The answer is "yes". It will be proved in

Section 4.

Now we formulate a theorem about the solution of the inverse Sturm-Liouville problem

"by two spectra".

Theorem 3.3.

1) Let a function ν(·, ·) satisfy the conditions of Theorem 1.3. Then for arbitrary two points

(α,β) and (α1,β), such that α 6= α1 and α,α1,β ∈ (0,π) there exists a unique function q ∈
L1
R

[0,π], such that

νn(α,β) =µn(q,α,β),

νn(α1,β) =µn(q,α1,β),

for all n = 0,1,2, . . . .
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2) Analogously, for arbitrary two points (α,β) and (α,β1), such thatβ 6=β1 andα,β,β1 ∈ (0,π)

there exists a unique function q ∈ L1
R

[0,π], such that

νn(α,β) =µn(q,α,β),

νn(α,β1) =µn(q,α,β1),

for all n = 0,1,2, . . . .

This theorem follows from the theorem of Marchenko, which have been proved in [16]

(pp.386–394) and which can be rewritten in the following statement:

Theorem 3.4. Let α,α1,β,β1 ∈ (0,π) and c is some constant.

1) Let two sequences νn and ν̃n alternate and have the asymptotics (when n →∞)

p
νn = n +

1

πn

[

cotβ−cotα+c
]

+o

(

1

n

)

√

ν̃n = n +
1

πn

[

cotβ−cotα1 +c
]

+o

(

1

n

)

Then there exists a unique q ∈ L1
R

[0,π], such that

νn =µn(q,α,β),

ν̃n =µn(q,α1,β),

for all n = 0,1,2, . . ..

2) Let two sequences νn and ν̃n alternate and have the asymptotics (when n →∞)

p
νn = n +

1

πn

[

cotβ−cotα+c
]

+o

(

1

n

)

√

ν̃n = n +
1

πn

[

cotβ1 −cotα+c
]

+o

(

1

n

)

Then there exists a unique q ∈ L1
R

[0,π], such that

νn =µn(q,α,β),

ν̃n =µn(q,α,β1),

for all n = 0,1,2, . . . .

Let us give a statement of the famous uniqueness theorem of Marchenko.
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Theorem 3.5 (Marchenko [16]). Let α,β ∈ (0,π) and q ∈ L1
R

[0,π]. If

µn(q,α,β) = µn(q̃ , α̃, β̃)

and

an(q,α,β) = an(q̃ , α̃, β̃)

(or bn(q,α,β) = bn(q̃ , α̃, β̃)) (3.8)

for all n = 0,1,2, . . ., then q(x) = q̃(x) a.e., α= α̃ and β= β̃ .

4. The proof of Theorem 1.3

The plan of the proof of Theorem 1.3 is the following. In open square (0,π)×(0,π) we take

two arbitrary different points (α,β) and (α1,β1).

According to Theorem 3.2 for arbitrary point (α,β) ∈ (0,π)× (0,π) there exists a unique

function q ∈ L1
R

[0,π], such that the connections (3.5)–(3.7) hold. Correspondingly, for (α1,β1)

there exists q1 ∈ L1
R

[0,π], such that the connections

µn(q1,α1,β1) = νn(α1,β1),

1

ãn(q1,α1,β1)sin2α
=

1

an(q1,α1,β1)
=

∂ν(γ,β1)

∂γ

∣

∣

∣

∣

γ=α1+πn

,

−
1

b̃n(q,α,β)sin2β
= −

1

bn(q,α,β)
=

∂ν(α,δ)

∂δ

∣

∣

∣

∣

δ=β−πn

,

hold. If we prove that q(x) = q1(x), a.e. on (0,π), it will mean that all the points of open

square (0,π)× (0,π) "generate" the same function q , such that connections (3.5)–(3.7) hold

for all (α,β) ∈ (0,π)× (0,π). Now, if by this unique q we construct the EVF µ(q,γ,δ) of a family

{L(q,α,β),α ∈ (0,π],β ∈ [0,π)}, then, since the equalities

µn(q,α,β) = νn(α,β)

will be true for all α,β ∈ (0,π) and all n = 0,1,2, . . ., then the constructed EVF µ(q, ·, ·) will

coincide with ν(·, ·) an all open square (πk ,π(k +1))× (−πm,−π(m −1)) , k ,m = 0,1,2, . . . (see

Figure 2), which lie inside of (0,∞)× (−∞,π). Since µ(q, ·, ·) and ν(·, ·) are continuous (more,

analytic!), they will coincide also on the closure of these squares, and therefore on the all

domain (0,∞)× (−∞,π). Thus, the proof of Theorem 1.3 reduced to prove that q(x) = q1(x),

a.e. on (0,π). With this aim we consider the point (α1,β), for which, according to the Theorem

3.2 there exists a unique function q2 ∈ L1
R

[0,π], such that

νn(α1,β) = µn(q2,α1,β), (4.1)
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∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α1+πn

=
1

an(q2,α1,β)
, (4.2)

∂ν(α1,δ)

∂δ

∣

∣

∣

∣

δ=β−πn

= −
1

bn(q2,α1,β)
, (4.3)

for all n = 0,1,2, . . . .

Now we will use Theorem 3.3 to prove that from the one hand q(x) = q2(x) and from the

other hand q1(x) = q2(x) and, therefore, q(x) = q1(x).

Indeed, according to Theorem 3.3, there exists a unique function q̃ ∈ L1
R

[0,π], such that

νn(α,β) =µn(q̃,α,β), (4.4)

νn(α1,β) =µn(q̃,α1,β). (4.5)

If we construct by these two sequences the expression

sinα1

sinα

νn(α,β)−νn(α1,β)

sin(α−α1)

∞
∏

k=0
k 6=n

νk (α1,β)−νn(α,β)

νk (α,β)−νn (α,β)
, (4.6)

we obtain, according to the property P.5+ of Theorem 1.3,
∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α+πn

and, from the other

hand, according to (3.6),
1

an(q,α,β)
. But, since there exists q̃ ∈ L1

R
[0,π], such that (4.4) and

(4.5) hold, then according to Theorem 1.2 (property P.5+)) the same expression (4.6) equals
1

an(q̃ ,α,β)
. Thus we have

an(q,α,β) = an(q̃ ,α,β)

and

νn(α,β) = µn(q,α,β) =µn(q̃ ,α,β)

for all n = 0,1,2, . . . . By Theorem 3.5 it follows that q(x) = q̃(x), a.e. on (0,π).

On the other hand, if by the same two sequences (4.4) and (4.5) we construct expression

sinα

sinα1

νn(α1,β)−νn(α,β)

sin(α1 −α)

∞
∏

k=0
k 6=n

νk (α,β)−νn (α1,β)

νk (α1,β)−νn(α1,β)
, (4.7)

we obtain, according the property P.5+ of Theorem 1.3,
∂ν(γ,β)

∂γ

∣

∣

∣

∣

γ=α1+πn

, which, from the

other hand, according to (4.2), equals
1

an(q2,α1,β)
.

In the same time if we change in (4.7) νn(α,β) by µn(q̃ ,α,β) and νn(α1,β) by µn(q̃,α1,β),

according to (4.4) and (4.5), we obtain, that (4.7) equals
1

an(q̃ ,α1,β)
, according to property

P.5+) of Theorem 1.2. So
1

an(q2,α1,β)
=

1

an(q̃ ,α1,β)
. (4.8)
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From (4.1) and (4.5) we have

µn(q2,α1,β) =µn(q̃ ,α1,β). (4.9)

Thus, from (4.8) and (4.9), according theorem of Marchenko (Theorem 3.5),

q2(x) = q̃(x).

We obtain, that q(x) = q2(x).

If we repeat all these steps for the couple q1 and q2 (using the properties P.5−) and P.5−

in Theorems 1.2 and 1.3 and the second parts of Theorems 3.3, 3.5, we will obtain that q1(x)=
q2(x) a.e. on [0,π]. Thus, Theorem 1.3 is proved.

References

[1] M. A. Naimark, Linear Differential Equations, Nauka, Moscow, (in Russian), 1969.

[2] V. A. Marchenko, The Sturm-Liouville Operators and their Applications, Naukova Dumka, Kiev, (in Russian),

1977.

[3] B. M. Levitan and I. S. Sargsyan, Sturm-Liouville and Dirac operators, Nauka, Moscow, (in Russian), 1988.

[4] T. N. Harutyunyan, The Dependence of the Eigenvalues of the Sturm-Liouville Problem on Boundary Condi-

tions, Matematicki Vesnik, 60 (2008), 285–294.

[5] E. W. Hobson, On a general convergence theorem and theory of the representation of a function by series of

normal functions, Proc. of the London Math. Soc., 2 (1908), 349–395.

[6] A. Kneser, Untersuchungen über die Darstellung willkürlicher Funktionen in der mathematischen Physik,

Mathematische Annalen, 58 (1903), 81–147.

[7] J. Liouville, Mémoire sur le développement des fonctions ou parties de fonctions en séries dont les divers ter-

mes sont assujétis à satisfaire à une même équation différentielle du second ordre, contenant un paramètre

variable, Journal de mathématiques pures et appliquées, (1836), 253–265.

[8] E. L. Isaacson and E. Trubowitz, The inverse Sturm-Liouville problem. I, Comm. Pure Appl. Math., 36 (1983),

767–783.

[9] E. L. Isaacson, H. P. McKean and E. Trubowitz, The inverse Sturm-Liouville problem. II, Comm. Pure Appl.

Math., 37 (1984), 1–11.

[10] B. E. J. Dahlberg and E. Trubowitz, The inverse Sturm-Liouville problem. III, Comm. Pure Appl. Math., 37

(1984), 255–267.

[11] J. Pöschel and E. Trubowitz, Inverse spectral theory, Academic Press, Inc., Boston, MA, 1987.

[12] F. V. Atkinson, Discrete and continuous boundary problems, Academic Press, New York-London, 1964.

[13] V. V. Zhikov, On inverse Sturm-Liouville problems on a finite segment, Izv. Akad. Nauk SSSR, ser. Math., 31

(1967), (in Russian), 965–976.

[14] A. Zettl, Sturm-Liouville Theory, American Mathematical Soc., 2005.

[15] V. A. Yurko, Introduction to the Theory of Inverse Spectral Problems, Fizmatlit, Moscow, (in Russian), 2007.

[16] V. A. Marchenko, Some questions of the theory of one-dimensional linear differential operators of the second

order, Trudy Moskov. Mat. Obsh., 1 (1952), (in Russian), 327–420.

[17] T. N. Harutyunyan and H. R. Navasardyan,Eigenvalue function of a family of Sturm-Liouville operators, Izves-

tia NAN Armenii, Mathematika, 35 (2000), (in Russian), 1–11.

[18] T. N. Harutyunyan, The eigenvalue function of a family of Sturm-Liouville operators, Izvestiya: Mathematics

74 (2010), 439–459 (Izvestiya RAN: Ser. Mat., 74:3, 3–22)

[19] G., Borg, Eine umkehrung der Sturm-Liouvilleschen eigenwertaufgabe, Acta Mathematica, 78 (1946), 1–78.



252 TIGRAN HARUTYUNYAN

[20] M. G. Krein, The solution of inverse Sturm-Liouville problem, Dokl. Akad. Nauk, LXXVI (1951), (in Russian),

21–24

[21] B. M. Levitan, On the determination of Sturm-Liouville equation by two spectra, Izvestia AN SSSR, ser. Math.,

28 (1964), (in Russian), 63–78.

[22] M. G. Gasymov and B. M. Levitan, Determination of a differential equation by two of its spectra, Uspekhi Mat.

Nauk, 19 (1964), (in Russian), 3–63.

[23] T. N. Harutyunyan, The asymptotics of eigenvalues of Sturm-Liouville problem, Journal of Contemporary

Mathematical Analysis, 51 (2016), 174–183.

[24] T. N. Harutyunyan, The representation of norming constants by two spectra, Electronic Journal of Differential

Equations, 159 (2010), 1–10.

[25] Yu. A. Ashrafyan and T. N. Harutyunyan, Inverse Sturm-Liouville problems with fixed boundary conditions,

Electronic Journal of Differential Equations, 27 (2015), 1–8.

[26] Yu. A. Ashrafyan and T. N. Harutyunyan, Inverse Sturm-Liouville problems with summable potential, Mathe-

matical Inverse Problems, 5 (2018), 35–45.

[27] Max, Jr. Jodeit and B. M. Levitan, The isospectrality problem for the classical Sturm-Liouville equation, Adv.

Differential Equations, 2 (1997), 297–318.

[28] E. L. Korotyaev and D. S. Chelkak, The inverse Sturm-Liouville problem with mixed boundary conditions,

Algebra i Analiz, 21 (2009), (in Russian), 114-137.

[29] A. A. Pahlevanyan, Convergence of expansions for eigenfunctions and asymptotics of the spectral data of the

Sturm-Liouville problem, Izv. NAN Armenii Mat., 52 (2017), No.6, (in Russian), 77–90.

[30] T. N. Harutyunyan and A. A. Pahlevanyan, On the norming constants of the Sturm-Liouville problem, Bulletin

of Kazan State Power Engineering University, 3 (31), (2016), 7–26.

Faculty of Mathematics and Mechanics, Yerevan State University, Armenia.

Alex Manoogian str. 1, Yerevan, Armenia.

E-mail: hartigr@yahoo.co.uk

mailto:hartigr@yahoo.co.uk

	1. Introduction and statement of the main results
	2. The proof of Theorem 1.2
	3. Auxiliary results
	4. The proof of Theorem 1.3
	References

