Several determinantal expressions of generalized Tribonacci polynomials and sequences
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Abstract. In the paper, the authors present several explicit formulas for the \((p, q, r)\)-Tribonacci polynomials and generalized Tribonacci sequences in terms of the Hessenberg determinants and, consequently, derive several explicit formulas for the Tribonacci numbers and polynomials, the Tribonacci–Lucas numbers, the Perrin numbers, the Padovan (Cordonnier) numbers, the Van der Laan numbers, the Narayana numbers, the third order Jacobsthal numbers, and the third order Jacobsthal–Lucas numbers in terms of special Hessenberg determinants.
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1 Motivations

The Tribonacci sequence \( \{T_n\}_{n=0}^{\infty} \) and Tribonacci–Lucas sequence \( \{K_n\}_{n=0}^{\infty} \) are defined respectively by the third order recurrence relations

\[
T_n = T_{n-1} + T_{n-2} + T_{n-3} \quad \text{and} \quad K_n = K_{n-1} + K_{n-2} + K_{n-3}
\]

for \( n \geq 3 \), with the initial values \( T_0 = 0, T_1 = T_2 = 1, K_0 = 3, K_1 = 1, \) and \( K_2 = 3 \) respectively. The Tribonacci numbers \( T_n \) were defined in [11] for the first time and some properties for \( T_n \) have been investigated in [6, 10, 11, 15, 17, 31, 34]. In [6, Example 3.3], the determinantal expression

\[
T_{n+1} = \begin{vmatrix} 1 & 1 & 1 \\ -1 & 1 & 1 \\ \vdots & \ddots & \ddots \\ 1 & -1 & 1 \\ 1 & 1 & \end{vmatrix}, \quad n \geq 1
\]
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was derived. There are many generalizations of the Tribonacci sequences $T_n$ and $K_n$. One of these generalizations is the generalized Tribonacci sequence $V_n(x, y, z; a, b, c)$ defined for $n \geq 3$ by

$$V_n(x, y, z; a, b, c) = xV_{n-1}(x, y, z; a, b, c) + yV_{n-2}(x, y, z; a, b, c) + zV_{n-3}(x, y, z; a, b, c),$$

where

$$V_0(x, y, z; a, b, c) = a, \quad V_1(x, y, z; a, b, c) = b, \quad V_2(x, y, z; a, b, c) = c$$

are arbitrary integers and $x$, $y$, $z$ are real numbers. The generating function of the generalized Tribonacci sequence $V_n(x, y, z; a, b, c)$ is

$$\sum_{n=0}^{\infty} V_n(x, y, z; a, b, c)t^n = \frac{a + (b - ax)t + (c - xb - ya)t^2}{1 - xt - yt^2 - zt^3}. \quad (1.3)$$

There have been many studies on the generalized Tribonacci numbers $V_n(x, y, z; a, b, c)$. For more information, please refer to [3, 9, 30, 31, 33, 34] and closely related references therein. Some special cases of the generalized Tribonacci sequence $V_n(x, y, z; a, b, c)$ are as follows:

1. $V_n(1, 1, 1; 0, 1, 1) = T_n$, the Tribonacci sequence;
2. $V_n(1, 1, 1; 3, 1, 3) = K_n$, the Tribonacci–Lucas sequence;
3. $V_n(0, 1, 1; 3, 0, 2) = Q_n$, the Perrin sequence;
4. $V_n(0, 1, 1; 1, 1, 1) = P_n$, the Padovan (Cordonnier) sequence;
5. $V_n(0, 1, 1; 1, 0, 1) = R_n$, the Van der Laan sequence;
6. $V_n(1, 0, 1; 0, 1, 1) = N_n$, the Narayana sequence;
7. $V_n(1, 1, 2; 0, 1, 1) = j_n^{(3)}$, the third order Jacobsthal sequence;
8. $V_n(1, 1, 2; 2, 1, 5) = j_n^{(3)}$, the third order Jacobsthal–Lucas sequence.

In [6, Example 3.4], the determinantal expression

$$Q_{n+1} = \begin{vmatrix} 2 & 1 & \cdots & \cdots & \cdots \\ -3 & 0 & 1 & \cdots & \cdots \\ 0 & -1 & 0 & 1 & \cdots \\ \vdots & \vdots & \vdots & \ddots & \ddots \\ 1 & -1 & 0 & \cdots & \cdots & 1 \\ 1 & -1 & 0 & \cdots & \cdots & 0 \\ \end{vmatrix}, \quad n \geq 1 \quad (1.4)$$

was derived.

In [12], the Tribonacci polynomials $T_n(x)$ were defined for $n \geq 3$ by

$$T_n(x) = x^2T_{n-1}(x) + xT_{n-2}(x) + T_{n-3}(x),$$
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where \( T_0(x) = 0, \ T_1(x) = 1, \) and \( T_2(x) = x^2. \) In [6, Theorem 3.10], the determinant

\[
T_{n+1}(x) = \begin{vmatrix}
x^2 & 1 & & \\
-x & x^2 & 1 & \\
1 & -x & x^2 & \ddots \\
& \ddots & \ddots & \ddots & 1 \\
& & 1 & -x & x^2
\end{vmatrix}, \quad n \geq 1
\] (1.5)

was established. In [32], the Tribonacci polynomials \( T_n(x) \) were extended to the \((p, q, r)\)-Tribonacci polynomials, denoted by \( T_{p,q,r,n}(x) \), defined for \( n \geq 3 \) by

\[
T_{p,q,r,n}(x) = p(x)T_{p,q,r,n-1}(x) + q(x)T_{p,q,r,n-2}(x) + r(x)T_{p,q,r,n-3}(x)
\] (1.6)

with initial values \( T_{p,q,r,0}(x) = 0, \ T_{p,q,r,1}(x) = F_{p,q,1}(x), \) and \( T_{p,q,r,2}(x) = F_{p,q,2}(x), \) where \( p(x), \ q(x), \ r(x) \) are non-zero polynomials with real coefficients and \( F_{p,q,n}(x) \) are the \((p, q)\)-Fibonacci polynomials defined for \( n \geq 2 \) by

\[
F_{p,q,n}(x) = p(x)F_{p,q,n-1}(x) + q(x)F_{p,q,n-2}(x)
\]

with \( F_{p,q,0}(x) = 0 \) and \( F_{p,q,1}(x) = 1. \) For more information on \((p, q)\)-Fibonacci polynomials, please refer to [16]. The generating function of the \((p, q, r)\)-Tribonacci polynomials is

\[
\sum_{n=0}^{\infty} T_{p,q,r,n}(x)t^n = \frac{t}{1 - p(x)t - q(x)t^2 - r(x)t^3}.
\] (1.7)

One of anonymous referees pointed out that the papers [4, 5, 7] are also connected with this topic and provide the motivations of this topic.

A determinant \( H = [h_{ij}]_{n \times n} \) is called a Hessenberg determinant if \( h_{ij} = 0 \) for all pairs \((i, j)\) such that \( i + 1 < j \) or \( j + 1 < i. \) For more information, see the papers [13, 20, 24, 29] and closely related references therein. A determinant \( H = [h_{ij}]_{n \times n} \) is called a tridiagonal determinant if \( h_{ij} = 0 \) for all pairs \((i, j)\) such that \( |i - j| > 1. \) For more details, see [21, 25] and closely related references therein. Tridiagonal determinants are special Hessenberg determinants.

In mathematics, a closed form is a mathematical expression that can be evaluated in a finite number of operations. It may contain constants, variables, four arithmetic operations, and elementary functions, but usually no limit. It is clear that a determinant with closed elements is a closed expression. In combinatorics and number theory, representing the general term for a sequence of numbers or a sequence of polynomials as a determinant is a significant and important topic, because different closed forms demonstrate different information in mathematics. Generally, doing this is difficult.

In this paper, we will present explicit formulas for \((p, q, r)\)-Tribonacci polynomials \( T_{p,q,r,n}(x) \) and for generalized Tribonacci sequences \( V_n(x, y, z; a, b, c) \) in terms of Hessenberg determinants and, consequently, derive explicit formulas for the Tribonacci numbers \( T_n, \) for the Tribonacci polynomials \( T_n(x), \) for the Tribonacci–Lucas numbers \( K_n, \) for the Perrin numbers \( Q_n, \) for the Padovan (Cordonnier) numbers \( P_n, \) for the Van der Laan numbers \( R_n, \) for the Narayana numbers \( N_n, \) for the third order Jacobsthal numbers \( J_n^{(3)}, \) and for the third order Jacobsthal–Lucas numbers \( J_n^{(3)} \) in terms of special Hessenberg determinants. By the way, those determinantial expressions for \( T_n, \) \( Q_n, \) and \( T_n(x) \) derived in this paper are different from \((1.1), (1.4), \) and \((1.5).\)
2 Main results and their proofs

Our main results can be stated as the following theorems.

Theorem 2.1. The \((p, q, r)\)-Tribonacci polynomials \(T_{p,q,r,n}(x)\) for \(n \geq 0\) can be represented by the special Hessenberg determinant

\[
T_{p,q,r,n}(x) = \frac{1}{n!} \begin{vmatrix}
0 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & p(x)(\binom{1}{0}) & -1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 2q(x)(\binom{2}{0}) & p(x)(\binom{2}{1}) & -1 & \cdots & 0 & 0 & 0 \\
0 & 6r(x)(\binom{3}{0}) & 2q(x)(\binom{3}{1}) & p(x)(\binom{3}{2}) & \cdots & 0 & 0 & 0 \\
0 & 0 & 6r(x)(\binom{4}{1}) & 2q(x)(\binom{4}{2}) & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & p(x)(\binom{n-2}{n-3}) & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 2q(x)(\binom{n-1}{n-3}) & p(x)(\binom{n-1}{n-2}) & -1 \\
0 & 0 & 0 & 0 & \cdots & 6r(x)(\binom{n}{n-3}) & 2q(x)(\binom{n}{n-2}) & p(x)(\binom{n}{n-1})
\end{vmatrix}
\]

(2.1)

Proof. Let \(u(t)\) and \(v(t)\) \(\neq 0\) be two differentiable functions, let \(U_{(n+1)\times 1}(t)\) be an \((n + 1) \times 1\) matrix whose elements are \(u_k,1(t) = u^{(k-1)}(t)\) for \(1 \leq k \leq n + 1\), let \(V_{(n+1)\times n}(t)\) be an \((n + 1) \times n\) matrix whose elements are

\[
v_{ij}(t) = \begin{cases} 
(i-j) & i-j \geq 0 \\
0, & i-j < 0
\end{cases}
\]

for \(1 \leq i \leq n + 1\) and \(1 \leq j \leq n\), and let \(|W_{(n+1)\times (n+1)}(t)|\) denote the determinant of the \((n + 1) \times (n + 1)\) matrix

\[
W_{(n+1)\times (n+1)}(t) = \begin{pmatrix} U_{(n+1)\times 1}(t) & V_{(n+1)\times n}(t) \end{pmatrix}.
\]

Then the \(n\)th derivative of the ratio \(\frac{u(t)}{v(t)}\) can be computed [1, p. 40, Exercise 5] by

\[
\frac{d^n}{dt^n} \left[ \frac{u(t)}{v(t)} \right] = (-1)^n \frac{|W_{(n+1)\times (n+1)}(t)|}{v^{n+1}(t)}.
\]

(2.2)

Applying \(u(t) = t\) and \(v(t) = 1 - p(x)t - q(x)t^2 - r(x)t^3\) in (2.2) yields

\[
\frac{d^n}{dt^n} \left[ \frac{t - (1 - p(x)t - q(x)t^2 - r(x)t^3)^{n+1}}{1 - p(x)t - q(x)t^2 - r(x)t^3} \right] = (-1)^n \frac{1}{(1 - p(x)t - q(x)t^2 - r(x)t^3)^{n+1}}
\]

\[
\begin{pmatrix} t & 1 - p(x)t - q(x)t^2 - r(x)t^3 & \cdots \\
1 & -(p(x) + 2q(x)t + 3r(x)t^2)(\binom{1}{0}) & \cdots \\
0 & -2q(x) + 6r(x)t)(\binom{2}{0}) & \cdots \\
0 & -6r(x)(\binom{3}{0}) & \cdots \\
\vdots & \vdots & \ddots \\
0 & 0 & \cdots \\
0 & 0 & \cdots \\
0 & 0 & \cdots
\end{pmatrix}
\]
Theorem 2.2. The generalized Tribonacci numbers $V_n(x, y, z; a, b, c)$ for $n \geq 0$ can be represented by the special Hessenberg determinant

\[
V_n(x, y, z; a, b, c) = \frac{1}{n!} \begin{vmatrix}
1 & \cdots & 0 \\
1 & \cdots & 0 \\
0 & \cdots & 1 \\
0 & \cdots & -2q(x)(n-2) \\
0 & \cdots & -2q(x)(n-2) \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{n!} \\
\end{vmatrix}
\]

which can be rewritten as the expression (2.1). The required proof is complete. \qed

as $t \to 0$ for $n \in \mathbb{N}$. By the generating function in (1.7), we see that

\[
T_{p,q,r;n}(x) = \frac{1}{n!} \lim_{t \to 0} \frac{d^n}{dt^n} \left[ \frac{t}{1 - p(x)t - q(x)t^2 - r(x)t^3} \right]
\]

which can be rewritten as the expression (2.1). The required proof is complete.
Proof. Applying \( u(t) = a + (b - ax)t + (c - xb - ya)t^2 \) and \( v(t) = 1 - xt - yt^2 - zt^3 \) in (2.2) gives

\[
\frac{d^n}{dx^n} \left[ \frac{a + (b - ax)t + (c - xb - ya)t^2}{1 - xt - yt^2 - zt^3} \right] = \frac{(-1)^n}{(1 - xt - yt^2 - zt^3)^{n+1}}
\]

\[
\begin{vmatrix}
  a + (b - ax)t + (c - xb - ya)t^2 & 1 - xt - yt^2 - zt^3 & \ldots & 0 & 0 \\
  (b - ax) + 2(c - xb - ya)t & (x + 2yt + 3zt^2)_{\binom{n}{0}} & \ldots & 0 & 0 \\
  2(c - xb - ya) & -(x + 2yt + 3zt^2)_{\binom{n}{2}} & \ldots & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  1 - xt - yt^2 - zt^3 & 0 & \ldots & 0 & 0 \\
  -(x + 2yt + 3zt^2)_{\binom{n}{n-2}} & -(x + 2yt + 3zt^2)_{\binom{n}{n-1}} & \ldots & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  \vdots & \vdots & \ddots & 1 & 0 \\
  0 & 0 & \ldots & -x_{\binom{n}{n-2}} & 1 \\
  0 & 0 & \ldots & -2y_{\binom{n}{n-2}} & -x_{\binom{n}{n-1}} \\
\end{vmatrix}
\]

\[
\rightarrow (-1)^n \frac{(-1)^n}{n!}
\]

as \( t \to 0 \) for \( n \in \mathbb{N} \). By the generating function in (1.3), we have

\[
V_n(x, y, z; a, b, c) = \frac{1}{n!} \lim_{t \to 0} \frac{d^n}{dt^n} \left[ \frac{a + (b - ax)t + (c - xb - ya)t^2}{1 - xt - yt^2 - zt^3} \right]
\]

\[
\begin{vmatrix}
  a & 1 & \ldots & 0 & 0 \\
  b - xa & -x_{\binom{1}{0}} & \ldots & 0 & 0 \\
  2(c - xb - ya) & -2y_{\binom{2}{0}} & -x_{\binom{3}{0}} & \ldots & 0 \\
  0 & -6z_{\binom{3}{0}} & -2y_{\binom{3}{1}} & -x_{\binom{3}{2}} & \ldots \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \ldots & -x_{\binom{n-1}{n-2}} & 1 \\
  0 & 0 & \ldots & -2y_{\binom{n-1}{n-2}} & -x_{\binom{n}{n-1}} \\
\end{vmatrix}
\]

\[
= \frac{(-1)^n}{n!}
\]

which can be rewritten as the expression (2.3). \( \square \)

3 Special cases

In this section, we will derive special cases of our main results in the form of corollaries.
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\textbf{Corollary 3.1.} The Tribonacci polynomials $T_n(x)$ for $n \geq 0$ can be represented by the special Hessenberg determinant

\[ T_n(x) = \begin{vmatrix}
0 & -1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
1 & x^2(\frac{1}{0}) & -1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 2x(\frac{1}{0}) & x^2(\frac{1}{0}) & -1 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 6(\frac{1}{0}) & 2x(\frac{3}{2}) & x^2(\frac{3}{2}) & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 6(\frac{1}{1}) & 2x(\frac{3}{2}) & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{vmatrix} \quad (3.1) \]

\[ T_n = \frac{1}{n!} \begin{vmatrix}
0 & -1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
1 & \frac{1}{0} & -1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 2(\frac{1}{0}) & \frac{1}{0} & -1 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 6(\frac{1}{0}) & 2(\frac{3}{2}) & \frac{3}{2} & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 6(\frac{1}{1}) & 2(\frac{3}{2}) & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{vmatrix} \quad (3.2) \]

\textbf{Proof.} This follows from substituting $p(x) = x^2$, $q(x) = x$, and $r(x) = 1$ in the equation (2.1).

\textbf{Remark 1.} The determinantial expressions (1.5) and (3.1) are different from each other.

\textbf{Corollary 3.2.} The Tribonacci numbers $T_n$ for $n \geq 0$ can be represented by the special Hessenberg determinant

\[ T_n = \frac{1}{n!} \begin{vmatrix}
0 & -1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
1 & \frac{1}{0} & -1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 2(\frac{1}{0}) & \frac{1}{0} & -1 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 6(\frac{1}{0}) & 2(\frac{3}{2}) & \frac{3}{2} & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 6(\frac{1}{1}) & 2(\frac{3}{2}) & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{vmatrix} \quad (3.2) \]

\textbf{Proof.} This follows from substituting $x = y = z = 1$, $a = 0$, and $b = c = 1$ in the equation (2.3).

Alternatively, the equation (3.2) can also be derived from (3.1) as $x$ tends to 1.

\textbf{Remark 2.} The determinantial expressions (1.1) and (3.2) are different from each other.

\textbf{Corollary 3.3.} The Tribonacci–Lucas numbers $K_n$ for $n \geq 0$ can be represented by the special
**Hessenberg determinant**

\[
K_n = \frac{1}{n!} \begin{vmatrix}
3 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-2 & \binom{3}{0} & -1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-2 & 2\binom{2}{0} & \binom{2}{1} & -1 & \cdots & 0 & 0 & 0 & 0 \\
0 & 6\binom{1}{0} & 2\binom{1}{0} & \binom{1}{1} & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & 6\binom{1}{0} & 2\binom{1}{1} & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 2\binom{n-2}{n-4} & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 6\binom{n-1}{n-4} & 2\binom{n-1}{n-3} & 0 & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 6\binom{n}{n-3} & 2\binom{n}{n-2} & 0
\end{vmatrix}
\]

*Proof.* This follows from substituting \( x = y = z = 1, a = c = 3, \) and \( b = 1 \) in the equation (2.3).

**Corollary 3.4.** The Perrin numbers \( Q_n \) for \( n \geq 0 \) can be represented by the special Hessenberg determinant

\[
Q_n = \frac{1}{n!} \begin{vmatrix}
3 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-2 & 2\binom{2}{0} & 0 & -1 & \cdots & 0 & 0 & 0 & 0 \\
0 & 6\binom{1}{0} & 2\binom{1}{0} & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & 6\binom{1}{0} & 2\binom{1}{1} & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 2\binom{n-2}{n-4} & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 6\binom{n-1}{n-4} & 2\binom{n-1}{n-3} & 0 & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 6\binom{n}{n-3} & 2\binom{n}{n-2} & 0
\end{vmatrix}
\]

*Proof.* This follows from substituting \( x = 0, y = z = 1, a = 3, b = 0, \) and \( c = 2 \) in the equation (2.3).

**Remark 3.** The determinantal expressions (1.4) and (3.3) are different from each other.

**Corollary 3.5.** The Padovan (Cordonnier) numbers \( P_n \) for \( n \geq 0 \) can be represented by the special Hessenberg determinant

\[
P_n = \frac{1}{n!} \begin{vmatrix}
1 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 2\binom{2}{0} & 0 & -1 & \cdots & 0 & 0 & 0 & 0 \\
0 & 6\binom{1}{0} & 2\binom{1}{0} & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & 6\binom{1}{0} & 2\binom{1}{1} & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 2\binom{n-2}{n-4} & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 6\binom{n-1}{n-4} & 2\binom{n-1}{n-3} & 0 & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 6\binom{n}{n-3} & 2\binom{n}{n-2} & 0
\end{vmatrix}
\]
Proof. This follows from substituting \( x = 0, y = z = 1, \) and \( a = b = c = 1 \) in the equation (2.3).

\[ \Box \]

**Corollary 3.6.** The Van der Laan numbers \( R_n \) for \( n \geq 0 \) can be represented by the special Hessenberg determinant

\[
R_n = \frac{1}{n!} \begin{vmatrix}
1 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 2^2 & 0 & -1 & \cdots & 0 & 0 & 0 & 0 \\
0 & 6^3 & 2^2 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 2^2 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 6^1 & 2^2 & 0 & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 6^1 & 2^2 & 0 \\
\end{vmatrix}
\]

Proof. This follows from substituting \( x = 0, y = z = 1, a = c = 1, \) and \( b = 0 \) in the equation (2.3).

\[ \Box \]

**Corollary 3.7.** The Narayana numbers \( N_n \) for \( n \geq 0 \) can be represented by the special Hessenberg determinant

\[
N_n = \frac{1}{n!} \begin{vmatrix}
0 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 6 & 0 & -1 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & 6 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & (n-3) & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & (n-2) & -1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 6 & 0 & (n-2) & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 6 & 0 & (n-1) \\
\end{vmatrix}
\]

Proof. This follows from substituting \( x = z = 1, y = 0, a = 0, \) and \( b = c = 1 \) in the equation (2.3).

\[ \Box \]

**Corollary 3.8.** The third order Jacobsthal numbers \( J_n^{(3)} \) for \( n \geq 0 \) can be represented by the
special Hessenberg determinant

\[ j^{(3)}_n = \frac{1}{n!} \begin{vmatrix} 0 & -1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\ 1 & (\frac{2}{n}) & -1 & 0 & \ldots & 0 & 0 & 0 & 0 \\ 0 & 2(\frac{3}{n}) & (\frac{2}{1}) & -1 & \ldots & 0 & 0 & 0 & 0 \\ 0 & 12(\frac{3}{0}) & 2(\frac{3}{1}) & (\frac{2}{2}) & \ldots & 0 & 0 & 0 & 0 \\ 0 & 0 & 12(\frac{3}{1}) & 2(\frac{3}{2}) & \ldots & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & 2n-4 & (n-3) & -1 & 0 \\ 0 & 0 & 0 & 0 & \ldots & 2(n-4) & (n-3) & -1 & 0 \\ 0 & 0 & 0 & 0 & \ldots & 12(n-4) & 2(n-3) & (n-2) & -1 \\ 0 & 0 & 0 & 0 & \ldots & 0 & 12(n-3) & 2(n-2) & (n-1) \end{vmatrix} \]

Proof. This follows from substituting \( x = y = 1, z = 2, a = 0, \) and \( b = c = 1 \) in the equation (2.3).

Corollary 3.9. The third order Jacobsthal–Lucas numbers \( j^{(3)}_n \) for \( n \geq 0 \) can be represented by the special Hessenberg determinant

\[ j^{(3)}_n = \frac{1}{n!} \begin{vmatrix} 2 & -1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\ -1 & (\frac{2}{n}) & -1 & 0 & \ldots & 0 & 0 & 0 & 0 \\ 4 & 2(\frac{3}{n}) & (\frac{2}{1}) & -1 & \ldots & 0 & 0 & 0 & 0 \\ 0 & 12(\frac{3}{0}) & 2(\frac{3}{1}) & (\frac{2}{2}) & \ldots & 0 & 0 & 0 & 0 \\ 0 & 0 & 12(\frac{3}{1}) & 2(\frac{3}{2}) & \ldots & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & 2n-4 & (n-3) & -1 & 0 \\ 0 & 0 & 0 & 0 & \ldots & 2(n-4) & (n-3) & -1 & 0 \\ 0 & 0 & 0 & 0 & \ldots & 12(n-4) & 2(n-3) & (n-2) & -1 \\ 0 & 0 & 0 & 0 & \ldots & 0 & 12(n-3) & 2(n-2) & (n-1) \end{vmatrix} \]

Proof. This follows from substituting \( x = y = 1, z = 2, a = 2, b = 1, \) and \( c = 5 \) in the equation (2.3).

4 Some comments

Our authors have written down several explicit determinants which give the Tribonacci numbers (or more generally, generalized tribonacci polynomials). Determinantal expressions are well known for sequences like the Fibonacci and Tribonacci sequences defined by linear recursions using their companion matrices and raising the matrix to an appropriate power, see [2, 6, 21]. On the first glance, the expressions in this paper seem like variations of these well known expressions, but, after comparing them for a while, it is sure that they are not the same. Firstly, the matrices are not tridiagonal. For tridiagonal matrices, the \( n \)th determinant is expressible as a linear combination of the previous two determinants. Therefore, tridiagonal determinants are easy to be computed. In this sense, the determinantal expressions in this paper are new and different from the known ones.

The proof of the main result is really easy and is an immediate consequence of the formula (2.2) appeared in [1], which expresses the \( n \)th derivative of the rational function (1.7) as a
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determinant. Our authors use the rational generating function (1.7) to find the Taylor coefficient using this determinant. Using the formula (2.2), the proof of the main theorem is almost immediate and very elementary. Although most of the contents of this paper are the special cases or consequences of Theorems 2.1 and 2.2, but these expressions are new.

More generally, one can consider the generating function
\[ \frac{1}{1 - p_1(x)t - p_2(x)t^2 - \cdots - p_d(x)t^d} \]
and easily and elementarily compute its nth derivative by the formula (2.2).

Let \( D_0 = 1 \) and
\[
D_n = \begin{vmatrix}
\epsilon_{1,1} & \epsilon_{1,2} & 0 & \ldots & 0 & 0 \\
\epsilon_{2,1} & \epsilon_{2,2} & \epsilon_{2,3} & \ldots & 0 & 0 \\
\epsilon_{3,1} & \epsilon_{3,2} & \epsilon_{3,3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\epsilon_{n-2,1} & \epsilon_{n-2,2} & \epsilon_{n-2,3} & \ldots & \epsilon_{n-2,n-1} & 0 \\
\epsilon_{n-1,1} & \epsilon_{n-1,2} & \epsilon_{n-1,3} & \ldots & \epsilon_{n-1,n-1} & \epsilon_{n-1,n} \\
\epsilon_{n,1} & \epsilon_{n,2} & \epsilon_{n,3} & \ldots & \epsilon_{n,n-1} & \epsilon_{n,n}
\end{vmatrix}
\]
for \( n \in \mathbb{N} \). In [2, p. 222, Theorem], it was proved that the sequence \( D_n \) for \( n \geq 0 \) satisfies \( D_1 = \epsilon_{1,1} \) and
\[
D_n = \sum_{s=1}^{n} (-1)^{n-s} \epsilon_{n,s} \left( \prod_{j=s}^{n-1} \epsilon_{j,j+1} \right) D_{s-1}
\]
(4.1) for \( n \geq 2 \), where the empty product is understood to be 1. See also [23, Lemma 5], [24, Lemma 2], [28, Lemma 2], and [29, Remark 3].

Applying \( D_n \) in (4.1) to the determinant \( (n - 1)! T_{p,q,r;n-1}(x) \) for \( n \geq 1 \) in (2.1) and simplifying lead to the recursion (1.6).

Applying \( D_n \) in (4.1) to the determinant \( (n - 1)! V_{n-1}(x, y, z; a, b, c) \) for \( n \geq 1 \) in (2.3) and simplifying result in the recursion (1.2).

We think that one of the real aims of mathematics is to simply, concisely, straightforwardly, immediately, standardly, intrinsically, concretely, and beautifully solve difficult, complicated, complex, abstract, confused, general, and applicable problems.

The third author of this paper knew the formula (2.2), a general formula of any higher order derivative for a ratio of two differentiable functions on 25 September 2014. As acknowledged in [19, Acknowledgments] and [27, Acknowledgments], we here thank again Sergei M. Sitnik at Voronezh Institute of the Ministry of Internal Affairs of Russia for his providing the formula (2.2) and the reference [1] on 25 September 2014. Till now it seems that the general and fundamental formula (2.2) has not been extensively known and not considerably used in mathematical community.

Using the formula (2.2) together with (4.1), one can simply, elementarily, easily, standardly, and immediately obtain determinantal expressions in terms of some Hessenberg determinants and can simply, elementarily, easily, standardly, and immediately derive recursive relations of coefficients in power series expansions of functions in the form of a ratio of two infinitely differentiable functions. We believe that this approach should be useful and applicable in analytic combinatorics, analytic number theory, the theory of matrices, the theory of special functions, and other mathematical branches, as done in [8, 18, 20, 22, 23, 24, 25, 26, 28, 29] and closely related references therein.
5 Conclusions

The formula (2.2) is a direct and effectual tool to compute and express higher order derivatives of a ratio of two differentiable functions in terms of the Hessenberg determinants. In this paper, utilizing the formula (2.2) and considering the generating functions (1.3) and (1.7) as ratios, we present explicit formulas for \((p, q, r)\)-Tribonacci polynomials \(T_{p,q,r,n}(x)\) and generalized Tribonacci sequences \(V_n(x, y, z; a, b, c)\) in terms of special Hessenberg determinants, derive explicit formulas for the Tribonacci polynomials \(T_n(x)\), the Tribonacci numbers \(T_n\), the Tribonacci–Lucas numbers \(K_n\), the Perrin numbers \(Q_n\), the Padovan (Cordonnier) numbers \(P_n\), the Van der Laan numbers \(R_n\), the Narayana numbers \(N_n\), the third order Jacobsthal numbers \(J_n^{(3)}\), and the third order Jacobsthal–Lucas numbers \(j_n^{(3)}\) in terms of special Hessenberg determinants.
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