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ASYMPTOTIC SOLUTIONS OF NONDIAGONAL LINEAR

DIFFERENCE SYSTEMS

RAÚL NAULIN AND MANUEL PINTO

Abstract. This paper, relying on dichotomic properties of the matrix difference system W (n +

1) = A(n)W (n)A−1(n), gives conditions under which a perturbed system y(n + 1) = (A(n) +

B(n))y(n), by means of a nonautonomous change of variables y(n) = S(n)x(n), can be reduced

to the form x(n+1) = A(n)x(n). From this, a theory of asymptotic integration of the perturbed

system follows, where the linear system x(n+1) = A(n)x(n) is nondiagonal. As a consequence of

these results, we prove that the diagonal system x(n + 1) = Λ(n)x(n) has a Levinson dichotomy

iff system W (n + 1) = Λ(n)W (n)Λ−1(n) has an ordinary dichotomy.

1. Introduction

In this paper we are concerned with the linear difference system

x(n + 1) = A(n)x(n), n = 1, 2, . . . , (1)

where (A(n))∞n=1 is a sequence of r×r invertible matrices. This last condition is assumed

for all linear difference systems considered in this paper. The fundamental matrix of Sys.

(1) is defined by

Φ(n) =
n−1
∏

m=1

A(m) = A(n − 1) · · ·A(2)A(1), Φ(1) = I,

where I is the identity matrix. The explicit calculation of Φ(n) is a difficult matter, unless
A(n) have a simple structure. For this reason an important problem in the theory of

difference systems is concerned with the asymptotic integration of the perturbed system

y(n + 1) = [A(n) + B(n)]y(n), (2)

i.e. the representation of the fundamental matrix Ψ(n) of the Sys. (2) into the form

Ψ(n) = (I + ρ(n))Φ(n)
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176 RAÚL NAULIN AND MANUEL PINTO

where ρ(n) is a “small” sequence [19, 3, 10, 9, 2]. The aim of this paper is to propose a
method for solving this problem. We will show the existence of a change of variable

y(n) = (I + H(n))x(n), (3)

reducing Sys. (2) to the form (1). This method leads to the problem of existence of
solutions of the equation.

H(n + 1) = A(n)H(n)A−1(n) + B(n)A−1(n) + B(n)H(n)A−1(n) (4)

vanishing at infinity. This will be obtained from the dichotomic and trichotomic proper-
ties of the linear system

W (n + 1) = [(A−1(n))T ⊗ A(n)]W (n), (5)

called in the sequel the tensor equation associated to the equation (1) (for short, the
tensor equation). In (5), CT denotes the transpose matrix of C and A ⊗ B is the
tensorial product of matrices A and B [7]. The main hypothesis we assume in the paper
is the existence of an (h, k)-dichotomy for Sys. (5). This notion has shown its versatility
in problems of asymptotic integration [14, 16, 17, 18, 20, 21]. In this paper we attempt
to show that Sys. (5) is important in the study of asymptotic integration of Sys. (2).
For instance, we prove that the diagonal system

x(n + 1) = Λ(n)x(n), Λ(n) = diag{λ1(n), λ2(n), . . . , λr(n)}. (6)

with a Levinson dichotomy [5] is equivalent to the system

W (n + 1) = [Λ−1(n))T ⊗ Λ(n)]W (n), (7)

having an ordinary dichotomy. This connection between a Levinson dichotomy and
ordinary dichotomies is new in the literature and we think is a notable result.

The study of the dichotomic properties of Sys. (7) has other advantages. In general
Sys. (7) may have (h, k)-dichotomies allowing asymptotic formulas of the form

Ψ(n) = (I + o(h(n)))Φ(n),

where h(n) may have the property limn→∞ h(n) = 0. Concretely, a result of our research
is the following.

Theorem A. Let us assume that Sys. (5) has an ordinary dichotomy and

∞
∑

n=1

|A−1(n)||B(n)| < ∞, (8)

then there exists a change of variable X(n) = S(n)Y (n) with the property limn→∞ S(n) =
I, reducing Sys. (2) to Sys. (1) and the fundamental matrix of Sys. (2) allows the

asymptotic representation

Ψ(n) = (I + o(1)Φ(n).
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Since ordinary dichotomies occur frequently in systems of the form (5) this result has a
general character.

Although there are several asymptotic results asking a dichotomy condition on the
Sys. (1) and an integrable condition for the sequence {B(n)}, none of them has the three
following notable characteristics: (i) it is valid for general matrices A; (ii) it is needed
only an ordinary dichotomy for Sys. (1); (iii) the asymptotic formula obtained is the
best possible.

Perhaps, as a known result, the best asymptotic representation of the fundamental
matrix of Sys. (2) is the discrete version of the Levinson’s Theorem [5], given by Benzaid-
Lutz [2], but only valid for almost diagonal systems of the form

y(n + 1) = [Λ(n) + B(n)]y(n). (9)

Theorem B. If Sys. (6) has a Levinson dichotomy, and

∞
∑

n=1

|Λ−1(n)||B(n)| < ∞.

then Ψ(n) has the asymptotic formula

Ψ(n) = (I + o(1))

n−1
∏

m=1

Λ(m),

where o(1) is a sequence satisfying limn→∞ o(1)(n) = 0.

This theorem is an extension of the Levinson asymptotic theorem for ordinary dif-
ferential equations [5] to the discrete equation (9). Its proof, as well as a theory of
asymptotic integration of Sys. (9), can be found in [2]. These results essentially rely
on [6] and therefore its fundamental hypothesis is the dichotomic character of the coeffi-
cients of the diagonal Sys. (6) described by the discrete Levinson dichotomy [13-20, 22,
23]. Despite of the importance of the results exposed in [2], they do not give a method
to study similar questions in Sys. (2) for a general nondiagonal Sys. (1).

In section 6, using the equivalence of a Levinson and an ordinary dichotomies, we
will show that Theorem B follows from Theorem A. Consequently, Theorem A is a
generalization of the Levinson’s asymptotic theorem.

Finally, in section 7, emphasizing that our theory is developed for nondiagonal sys-
tems, we show that our results can deal with problems of asymptotic integration of Sys.

(2) not considered under any hypotheses of theorems of papers [2, 3, 10].

2. Notations and Preliminaries

Let K denote the field of scalars R of C; Kr×p is the set of r × p matrices with
coefficients of field K; we abbreviate Kr = Kr×1. Let A = (aij) ∈ Kr×p, B = (bij) ∈
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Kh×k. The tensor product A ⊗ B is defined as the block matrix

A ⊗ B =









a11B a12B · · · a1pB

a21B a22B · · · a2pB

· · · · · · · · · · · ·

ar1B ar2
B · · · arpB









If A ∈ Kr×p then by Aj we denote the j-column of matrix A. For a A ∈ Kr×p we denote
by vec(A) the rp-vector [8] defined by

vec(A) =







A1

...

An






∈ Krp.

Clearly the function vec(A) is an isomorphysm between linear spaces Kr×p and Krp. A
remarkable property linking the tensor product and the linear application vec is given

by the Roth identity [22]

vec(ABC) = (CT ⊗ A)vec(B), (10)

By |A| we will denote the Frobenious norm of matrix A

|A| =







∑

1≤i,j≤r

|aij |
2







1/2

,

for which we have the properties

|AB| ≤ |A||B|, |A| = |vec(A)|, |A ⊗ B| = |A||B|. (11)

In this paper the letters h and k denote sequences h, k : N → (0, +∞), where N =
{1, 2, 3, . . . , . . .}. The following normed spaces will be frequently used

ℓ1
h[Kr×p = {B : N → Kr×p;

∞
∑

n=1

H(n)−1|B(n)| < ∞},

and
ℓ∞h [Kr×p] = {B : N → Kr×p; supn≥1|h(n)−1B(n)| < ∞}.

For these spaces, respectively, we define the norms

|B|1h =

∞
∑

n=1

h(n)−1|B(n)|, |B|∞h = supn≥1|h(n)−1B(n)|.

Standard arguments show that (ℓ1
h[Kr×p]r|

1
h) and (ℓ∞h [Kr×p], ·||∞h ) are complete spaces.

Frequently, these spaces will be abbreviated by ℓ1
h and ℓ∞h .
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3. Discrete Dichotomies

The following dichotomic notion was introduced in [20, 21] (see also [4, 11, 12, 13,

15, 18] for the theory and applications to ordinary differential equations).

Definition 1. Let C : N → Kr×r.

x(n + 1) = C(n)x(n), x(n) ∈ Kr, (12)

has an (h, k)-dichotomy iff there exists a projection matrix P such that

|Ψ(n)PΨ−1(m)| ≤ Kh(n)h(m)−1, n ≥ m,

|Ψ(n)(1 − P )Ψ−1(m)| ≤ Kk(n)k(m)−1, m ≥ n, (13)

where Ψ is a fundamental matrix of (12) and K is a positive constant. An (h, h)-

dichotomy will be called an h-dichotomy.

From the above definition we observe that if h(n) = k(n) = 1, then the 1-dichotomies

coincide with ordinary dichotomies. The (ρn, ρ−n)-dichotomies, 0 < ρ < 1 corresponds

to exponential dichotomies [1]. The notion of (h, k)-dichotomy involves many situations

that cannot be studied by ordinary or exponential dichotomies. This may be appreciated

even in the study of Sys. (1) when A(n) is constant [14, 20, 21].

Definition 2. We say that an (h, k) dichotomy is uniformly compensated iff for a

positive constant C we have

h(n)h(m)−1 ≤ Ck(n)k(m)−1, n ≥ m ≥ 1. (14)

If Sys. (1) has an (h, k)-dichotomy, then, simultaneously, this system has an h and

a k-dichotomy, both with the same projection. These considerations are important in

the theory of asymptotic integration of discrete systems [14, 20 ,21]. Our aim is not

the study of asymptotic equivalence of difference systems, but the existence of certain

solutions vanishing at infinity. Although, (h, k) dichotomies will frequently appear, we

will handle them as an h-dichotomy in order to use the following property

lim
n→∞

h(n)−1Ψ(n)P = 0, (15)

a property that can always be obtained by modifying P in (13) [15].

The statement of our results require some notations. Let

α(n) = h(n)h(n + 1)−1, Bh[0, δ] = {x ∈ ℓ∞h ; |x|∞h ≤ δ}.

Lemma 1. Consider the system

y(n + 1) = C(n)y(n) + f(n, y(n)), n ≥ 1, (16)
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where (12) has an h-dichotomy and the function f : N × Kr×p →, has the following

properties

C1: α(n)f(n, 0) ∈ ℓ1
h[Kr×p],

C2: |f(n, x) − f(n, y)| ≤ ρ(n)|x − y)|, αρ ∈ ℓ1
1[K].

Then for an n0 sufficiently large, Eq. (16) has a solution

y : Nn0
→ Kr×p, Nn0

= {n0 + 1, n0 + 2, . . .},

belonging to Bh[0, 2−1] and satisfying

lim
n→∞

h(n)−1y(n) = 0. (17)

Proof. As we have pointed out, we can take the projection P satisfying (15) We will

abbreviate our text if we introduce the Green function

Γ(n, m) =

{

Ψ(n)PΨ−1(m), if n ≥ m,

−Ψ(n)(I − P )Ψ−1(m), if n > m,

From definition (13) and (14) we have the estimate

|h(n)−1Γ(n, m + 1)| ≤ KCα(m)h(m)−1, (18)

for any values of m and n. Let us consider the following operator

D(y)(n) =

∞
∑

m=n0

Γ(n, m + 1)f(m, y(m)).

we obtain from C2 and (18) the estimate

|h(n)−1D(y)(n)| ≤ KC{|αf(·, 0)|1h + |αρ|11|y|
∞
h }.

From assumptions C1 and C2 we obtain for a large n0

supn≥n0
|h(n)−1D(y)(n)| ≤ 2−1.

Thus D : ℓ∞h [Kr×r] → ℓ∞h [Kr×r]. By similar tokens we obtain

|D(x) − D(y)|∞h ≤ KC

∞
∑

m=n0

α(m)ρ(m)|x − y|∞h .

For a large n0, condition C2 implies KC
∑∞

m=n0
α(m)ρ(m) < 1; henceforth, the contrac-

tion D has a unique fixed point y in the ball Bh[0, 2−1]. A straightforward calculation
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shows that y satisfies the Eq. (16). Because y is a fixed point of operator D, we can

write

y(n) =

[

N−1
∑

m=n0

+

n−1
∑

m=N

−

∞
∑

m=n

]

Γ(n, m + 1)f(m, y(m)), n0 ≤ N < n.

Since

n−1
∑

m=N

h(n)−1|Γ(n, m+1)||f(m, y(m))|≤KC

∞
∑

m=N

(h(m)−1(α(m)f(m, 0)+α(m)ρ(m)|y|∞h ),

and

∞
∑

m=N

h(n)−1|Γ(n, m+1)||f(m, y(m))|≤KC
∞
∑

m=N

(h(m)−1(α(m)f(m, 0)+α(m)ρ(m)|y|∞h ),

then given ε > 0, there exists an integer N , such that n > N implies

y(n) =

N−1
∑

m=n0

Γ(n, m + 1)f(m, y(m))| + h(n)O(ε), |O(ε)| ≤ ε.

Now, from (15) we can fix n0(ε) > N such that for n > n0(ε) we have

|h(n)−1
N−1
∑

m=n0

Γ(n, m + 1)f(m, y(m))| < ε.

Thus, for any ε, there exists an n0(ε), such that n > n0(ε) implies

|h−1(n)y(n)| < ε.

4. Discrete Trichotomies

We need a result similar to Lemma 1 for Eq. (12) having an (h, k)-trichotomy.

Definition 3. We shall say that Sys. (12) has an (h, k)-trichotomy iff there exist
three projection matrices Ps, Pu, Pc such that PsPu = PuPs = 0, Pc = I −Ps −Pu, such

that

|Φ(n)PsΦ
−1(m)| ≤ Kh(n)h(m)−1, n ≥ m,

|Φ(n)PuΦ−1(m)| ≤ Kk(n)k(m)−1, m ≥ n

|Φ(n)PcΦ
−1(m)| ≤ K, for any m, n. (19)

We shall deal with uniformly compensated trichotomies in the following sense
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Definition 4. We shall say that the (h, k)-trichotomy (19) is uniformly compensated

iff each pair of sequences (h, k) and (h, 1) satisfy (14).

Similarly to Lemma 1 we can prove the following

Lemma 2. Assume that Sys. (12) has a uniformly compensated (h, k)-trichotomy.

Under conditions C1 and C2, for an n0 large, Eq. (16) has a solution

y : Nn0
→ Kr×p, Nn0

= {n0, n0 + 1, n0 + 2, . . .},

belonging to Bh[0, 2−1]. In addition, if

C3 : lim
n→∞

h(n)−1Ψ(n)Ps = 0,

then this solution satisfies (17).

Proof. Let us consider the operator

T (y)(n) =

n−1
∑

m=n0

Ψ(n)PsΨ
−1(m + 1)f(m, y(m)) −

∞
∑

m=n

Ψ(n)PuΨ−1(m + 1)f(m, y(m))

−

∞
∑

m=n

Ψ(n)PcΨ
−1(m + 1)f(m, y(m)).

Using the compensation of the pairs (h, k) and (h, 1) we obtain

|h(n)−1T (y)(n)| ≤ 2KC2
∞
∑

m=n0

(h(m)−1α(m)|f(m, 0) + α(m)ρ(m)|y|∞h ).

The properties C1 and C2 say that the right hand side of the this last inequality is less

than 2−1 if n0 is sufficiently large. Moreover,

|h(n)−1(T (x)(n) − T (y)(n))| ≤ 2KC2
∞
∑

m=n0

α(m)ρ(m)|x − y|∞h .

This estimate shows that T is a contraction if n0 is large. Henceforth T has a fixed

point in Bh]0, 2−1]. Analogous to the proof of Lemma 1, we may prove that condition

C3 implies that this fixed point satisfies property (17).

5. Reduction of the Perturbed Equation

Performing the change of variable (3) in (2) we obtain

(I+H(n+1))(y(n+1)−A(n)y(n)) = [(A(n)+B(n))(I+H(n))−(I+H(n+1))A(n)]y(n).
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The reduction of Sys. (2) to Sys. (1) requires that the sequence H(n) be a solution of

Eq. (4) and I +H(n) be invertible for each n. To solve this problem, previously denoting

W (n) = vec(H(n)), we vectorize equation (4) [8]. Using the property (10) we obtain

W (n + 1) = [(A−1(n))T ⊗ A(n)]W (n) + [(A−1(n))T ⊗ B(n)]vec(I)

+[(A−1(n))T ⊗ B(n)]W (n). (20)

Equations (4) and (20) are quivalent; each of them is called the reducing equation of

Sys. (2). In the forthcoming subsections we will study (20) under different dichotomic

properties of tensor equation (5).

5.1. The tensor equation as an (h, k)-dichotomy

Observe that Eq. (5) can exhibit interesting dichotomic situations, not necessarily

characterized by an ordinary dichotomy.

Theorem 1. If the difference equation (5) has a uniformly compensated (h, k)-

dichotomy, the sequence h is bounded and

C4 :

∞
∑

m=1

h(m+1)−1|A−1‖B(m)| < ∞,

then there exists a change of variable y(n) = (I + H(n))x(n) reducing Eq. (2) to (1).

Moreover, Sys. (2) has a fundamental matrix Ψ̃ satisfying

Ψ̃(n) = (I + o(h(n)))

n−1
∏

m=n0

A(m). (21)

Proof. The compensation of the pair (h, k) yields the definition of an h-dichotomy

for Sys. (5), with a projection satisfying (15). From the boundedness of h and C4 we

obtain
∞
∑

m=1

max(h(m)−1, 1)α(m)|A−1(m)‖B(m)| < ∞.

This property implies conditions C1 and C2 of Lemma 1 for

f(n, W (n)) = [(A−1(n))T ⊗ B(n)]vec(I) + [(A−1(n))T ⊗ B(n)]W (n).

According to Lemma 1, Eq. (20) has solution

W : Nn0
→ Kr2

, |W |∞h ≤ 2−1,

such that

lim
n→∞

h(n)−1W (n) = 0.
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Since h(n) is bounded, then limn→∞ W (n) = 0. Let H = vec−1(W ). From (11) we have

limn→∞ H(n) = 0; this implies that I + H(n) is invertible for n ≥ n0, for a large n0.

Therefore, (20) implies that the change of variable (3) reduces (2) to the form (1) and

the matrix

Ψ̃(n) = (I + H(n))−1
n−1
∏

m=n0

A(n).

is a fundamental matrix of (2). From limn→∞ h(n)−1H(n) = 0 we deduce the asymptotic

formula (21).

For h(n) = 1, C4 coincides with condition (8). Therefore, Theorem B follows as a

corollary from Theorem 1.

5.2. The tensor equation has an (h, k)-trichotomy

Frequently the tensor equation (5) will have a trichotomic behavior.

Theorem 2. Assume that Sys. (5) has a uniformly compensated (h, k) trichotomy

and the projection Ps satisfies C3. Then under condition C4, there exists a change of

variables (3) reducing Sys. (2) to (1). Moreover, Sys. (2) has a fundamental matrix Ψ̃

with the asymptotic representation (21).

Proof. This follows from Lemma 2.

An important application of this theorem is given by the exponential trichotomy

(h(n), k(n)) = (ρn, ρ−n), where ρ is a fixed number and 0 < ρ < 1. If C3 and C4 are
satisfied for h(n) = ρn

1 , ρ < ρ1 < 1. In this case, from Theorem 2 we obtain that Sys.

(2) allows a fundamental matrix Ψ̃(n) satisfying

Ψ̃(n) = (I + o(ρn
1 ))

n−1
∏

m=n0

A(m), ρ < ρ1 < 1.

In particular, let us consider Sys. (1) with A(n) = A0 = diag{λ1, λ2, . . . , λn}. Let ρ > 0

such that

max{
|λi|

|λj |

|λi|

|λj |
< 1} < ρ < 1.

It is easy to verify that system:

W (n + 1) = [(A−1
0 )T ⊗ A0]W (n),

has a (ρn, ρ−n)-trichotomy. For system y(n + 1) = [A0 + B(n)]y(n), the corresponding

asymptotic formula for the fundamental matrix of this system has the form Ψ̃(n) =

(I + o(ρn
1 ))An−1

0 , if
∑∞

m=1 ρ−m
1 |B(m)|,∞, ρ < ρ1 < 1.
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6. Diagonal Systems

Definition 5. We say that the Sys. (6) has a Levinson dichotomy iff each pair of

indexes (i, j), 1 ≤ i, j ≤ r satisfies either

L1 :

k
∏

n=1

|λi(n)|

|λj(n)|
→ 0, as k → ∞; and

k2
∏

n=k1

|λi(n)|

|λj(n)|
≤ M, 0 ≤ k1 ≤ k2,

or

L2 :

k2
∏

n=k1

|λi(n)|

|λj(n)|
≥ M−1, 0 ≤ k1 ≤ k2,

where M is some positive constant.

Let us define

hi(n) =

n−1
∏

m=1

|λi(m)|.

Using these notations, the definition of a Levinson dichotomy can be accomplished with

the following conditions L1′ and L2′ instead of L1 and L2

L1′ hi(n)

hj(n)
→ 0, as n → ∞; and

hi(n)hj(m)

hj(n)hi(m)
≤ M, 0 ≤ m ≤ n,

or

L2′ hi(n)

hj(n)

hj(m)

hi(m)
≥ M−1, 0 ≤ m ≤ n.

Let us consider a fixed index i and define the projection matrix

Pi = diag{p1
i , p

2
i , . . . , p

r
i }

as follows: pj
i = 1 if (i, j) satisfies L1′ and pj

i = 0 if (i, j) satisfies L2′.

Proposition 1. If Sys. (6) has Levinson dichotomy, then for each index i, Sys. (6)

has an hi-dichotomy satisfying the asymptotic condition

lim
n→∞

hi(n)−1Φ(n)Pi = 0.

We will show that Sys. (6) has Levinson dichotomy iff Sys. (7) has an ordinary

dichotomy. Sys. (7) has the following fundamental matrix

T (n) =

n−1
∏

m=1

diag

{

λ1

λ1
,
λ2

λ1
, . . . ,

λr

λ1
, . . . ,

λ1

λr
,
λ2

λr
, . . . ,

λr

λr

}

(m).
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Let us define

P = diag{P1, P2, . . . , Pr}

Theorem 3. The diagonal Sys. (6) has a Levinson dichotomy iff the Sys. (7) has

an ordinary dichotomy with a diagonal projection matrix Q satisfying the asymptotic

condition

lim
n→∞

T (n)Q = 0. (22)

Proof. From the definitions of T (n), the definition of projection P and conditions

L1′ and L2′, we obtain

|T (n)T−1(m)P | ≤ K, n ≥ m,

|T (n)T−1(m)(I − P )| ≤ K, m ≥ n,

for K a positive constant. The definition of projections Pi implies the asymptotic prop-
erty

lim
n→∞

T (n)P = 0.

Let us assume that Sys. (7) has an ordinary dichotomy with a diagonal projection
Q = diag(α11, α20, αr1, α12, α22, . . . , αr2, . . . , α1r, α2r, . . . , αrr), satisfying the asymptotic

property (22). Then those indexes (i, j) for which αij = 1 satisfy the condition L1′ and

those indexes (i, j) for which αij = 0 satisfy the condition L2′.

This last result says that Theorem A follows from Theorem B.
In section 7, it will be shown that Sys. (7) can have an (h, k)-trichotomy. In such

case, for Sys. (9) we obtain the following

Theorem 4. Let us assume that Sys. (7) has a uniformly compensated (h, k)-

trichotomy, with h bounded, defined by projections, Ps, Pu and Pc such that

limt→∞ h(n)−1T (n)Pc = 0. If

∞
∑

m=1

h(m)−1|Λ−1(m)‖B(m)| < ∞, (23)

then Sys. (9) has a fundamental matrix Ψ(n) with the asymptotic formula

Ψ(n) = (I + o(h(n)))

n−1
∏

m=1

Λ(n).

The hypothesis (23) imposes on the coefficient B(n) more severe conditions than those

of Theorem A, but the obtained asymptotic result is more precise (see Example 2 in the
next section).



ASYMPTOTIC SOLUTIONS OF NONDIAGONAL LINEAR DIFFERENCE SYSTEMS 187

7. Examples

The first example of this section shows that the method of the tensor equation allows
to obtain the asymptotic integration of Sys. (2), not satisfying the conditions required in
[2, 3, 10]. The second establishes, that even under conditions of Theorem A, this method
gives more precise formulas of asymptotic integration. The reader will appreciate in both
examples that the use of (h, k)-dichotomies yields estimates that cannot be obtained, if
we restrict our analysis to ordinary and exponential dichotomies only.

7.1. A system with no Levinson conditions

Let us consider the system

y(n + 1) =
[(1/2 µ(n)

0 2

)

+ B(n)
]

y(n), n ≥ 1, (24)

where we assume that µ(n) is a bounded sequence. We consider that Sys. (24) is a
perturbation of system

x(n + 1) =
(1/2 µ(n)

0 2

)

x(n). (25)

The fundamental matrix of Sys. (25) is

Φ(n) =

(

1/2n−1 ν(n − 1)

0 2n−1

)

,

whee ν(n) is defined by means of the recurrence relation

ν(n) = 2−1ν(n − 1) + 2n−1µ(n), ν(0) = 0.

Assuming that |µ(n)| ≤ M , for all n, we obtain

|ν(n)| ≤ M2n. (26)

For the projection matrix P = diag{1, 0}, we obtain

|Φ(n)PΦ−1(m)| = 2m,n|

(

1 ν(m−1)
2m−1

0 0

)

|.

Because of the estimate (26) we have

|Φ(n)PΦ−1(m) ≤ K2m−n, ∀n, ∀m. (27)

Similarly
|Φ(n)(I − P )Φ−1(m) ≤ K2n−m, ∀n, ∀m. (28)

Let us consider the tensor product

(A−1(n))T ⊗ A(n) =

[

2A(n) O

−µ(n)A(n) 2−1A(n)

]

, A(n) =

(

1/2 µ(n)

0 2

)

,
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where O denotes the 2× 2 null matrix. In this case Sys. (5) has the fundamental matrix

T (n) =

[

2n−1Φ(n) O

ν(n − 1)Φ(n) 21−nΦ(n)

]

.

and

T−1(n) =

[

21−nΦ−1(n) O
−ν(n − 1)Φ−1(n) 21−nΦ−1(n)

]

,

Let us consider the 4 × 4 projection matrices

Ps = diag{O, P}, Pu = diag{I − P, O}, Pc = diag{P, I − P},

where P = diag{1, 0}. Then we have

T (n)PsT
−1(m) =

[

O O

21−nν(m − 1)Φ(n)PΦ−1(m) Φ(n)PΦ−1(m)

]

.

From (26) and (27) we obtain for some constant M

|T (n)PsT
−1(m)| ≤ M2m−n, n ≥ m. (29)

The estimate (28) implies similar calculations, namely

|T (n)PuT−1(m)| ≤ M2n−m, m ≥ n. (30)

Working with projection Pc we obtain

T (n)PcT
−1(m) =

[

2n−mΦ(n)PΦ−1(m) O

V (n, m) 2m−nΦ(n)PΦ−1(m)

]

,

where

V (n, m) = −21−mν(n − 1)Φ(n)PΦ−1(m) + 21−nΦ(n)(I − P )Φ−1(m).

From (27) and (28) we obtain

|T (n)PcT
−1(m)| ≤ M, ∀m, n. (31)

Thus, Sya. (25) has an ordinary dichotomy with projection Q = Ps + Pc, since (29),
(30) imply |T (n)QT−1(m)| ≤ M2m−n, n ≥ m, and (31) implies |T (n)(I −Q)T−1(m)| ≤
M2m−n, m ≥ n. Therefore, from the corollary of Theorem 1, Sys. (2) has a fundamental
matrix satisfying (21), if the sequence B(n) satisfies (8). This result does not follow
from Theorem A nor from the results of papers [2, 3, 10]. Let 2−1 < ρ < 1, then
estimates (29)-(31) say that Sys. (25) has a (ρn, 2n)-trichotomy with projections Ps, Pu

and Pc, satisfying property C3. According to Theorem 4, Sys. (24) has the asymptotic
integration

Ψ̃(n) = (I + o(ρn))

n−1
∏

m=n0

A(n),
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if C4 is satisfied for h(n) = ρn.

7.2. An example under Levinson conditions

Let us consider Sys. (6) with

y(n + 1) = (diag{1/n, n}+ B(n))y(n), (32)

where the correspoinding. Sys. (1) had the fundamental matrix

Φ(n) = diag{
1

(n − 1)!
, (n − 1)!},

and Eq. (5) has the fundamental matrix

T (n) = diag(1, ((n − 1)!)2, ((n − 1)!)−2, 1).

According to Theorem A, if nB(n) ∈ ℓ1, Sys. (32) has the following asymptotic

Ψ(n) = (I + o(1))Φ(n) (33)

This formula does not reflect the properties of the sequence B(n); for a sequence B(n)

satisfying (n−1)!B(n) ∈ ℓ1 or ((n−1)!)2B(n) ∈ ℓ1, Theorem A gives the same asymptotic
formula (33). The method of the tensor equation in conjunction with the notion of (h, k)-

dichotomies make possible to make explicit the difference between these sequences in the
asymptotic integration of Sys. (32).

We will use the definition of projection matrices Ps, Pu, Pc given in the first example.
We can prove the following estimates

|T (n)PsT
−1(m)| ≤ K

((m − 1)!

(n − 1)!

)2

, n ≥ m,

|T (n)PuT−1(m)| ≤ K
( (n − 1)!

(m − 1)!

)2

, m ≥ n,

|T (n)PcT
−1(m)| ≤ K, for all m, and n.

These estimates and Theorem 3 imply that Eq. (5) has an (1,1) trichotomy. Then for Sys.
(32), (33) is valid if nB(n) ∈ ℓ1. On the other hand, Eq. (5) has (((n− 1)!)−1, (n− 1)!)-

trichotomy. If n!B(n) ∈ ℓ1, then the fundamental matrix of Sys. (32) has the asymptotic
formula

Ψ(n) = (I + o(1/n − 1)!))diag{
1

(n − 1)!
, (n − 1)!}.

Finally, Eq. (5) has a (((n− 1)!)−2, ((n− 1)!)2)-trichotomy. If ((n− 1)!)2B(n) ∈ ℓ1, then

the fundamental matrix of Sys. (32) has the asymptotic formula

Ψ(n) = (I + o(1/((n − 1)!)2))diag{
1

(n − 1)!
, (n − 1)!}.
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[9] Li Ta, Die Stablitätsfrage bei Differenzengleichungen, Math. Zeitschr. Bd, 32(1930), 99-141.

[10] Z-H. Li, The asymptotic estimates of solutions of diffeence equations, J. Math. Anal. Appl.,

94(1983), 181-192.

[11] R. Naulin and M. Pinto, Roughness properties of (h, k)-dichotomies, Proceedings of World

Congress of Nonlinear Analysts, Tampa, U.S.A., Ed. V. Lakshmikantham, Walter de

Gruyter, 1993.

[12] R. Naulin and M. Pinto, Dichotomies and asymptotic solutions of nonlinear differential

systems, Nonlinear Analysis and Applications, T.M.A., 23(1994), 871-882.

[13] R. Naulin and M. Pinto, Roughness of (h, k)-dichotomies, J. Diff. Eqns., 118(1995), 20-35.

[14] R. Naulin and M. Pinto, Stability of discrete dichotomies for linear difference systems, to

appear in J. of Differences Eqns. and Appl., 3(1997), 101-123.

[15] R. Naulin and M. Pinto, Projection for dichotomies in linear differential systems, Applicable

Analysis, 69(1998), 239-255.

[16] R. Naulin and M. Pinto, A reduction principle and asymptotic integration of linear difference

systems, preprint.

[17] R. Naulin and M. Pinto, Reduction of linear difference systems with summable perturba-

tions, Proceedings of the 1st International Conference on Difference Equations (San Antonio,

Texas, 1994), Gordon and Breach, Basel (to appear).

[18] R. Naulin and M. Pinto, Linked dichotomies and asymptotic integration of linear differential

systems, to appear in Publicationes Mathematicae Debrecen, 1999.
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