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An exponentially fitted spline method for
singularly perturbed parabolic
convection-diffusion problems with large time

delay

Naol Tufa Negero and Gemechis File Duressa

Abstract. This paper deals with the numerical solutions of singularly perturbed
parabolic convection-diffusion problems with a delay in time. It is assumed that
the delay parameter is larger than the perturbation parameter. A special type of
mesh is used for the temporal variable so that the shift lies on the nodal points and
an exponentially fitted cubic spline method based on the Crank-Nicolson difference
scheme is developed. We obtain the proposed finite difference scheme is uncondi-
tionally stable. Parameter-uniform error estimates are derived and it is shown that
the method is e-uniformly convergent of second-order accurate in both temporal
direction and spatial direction. Finally, the obtained numerical results show that
the method provides more accurate solutions than some other methods exist in the
literature.

Keywords. Singular perturbations, parabolic differential equation,large time delay, convection-
diffusion, fitted cubic splines

1 Introduction

Singularly perturbed time delay parabolic partial differential equations arise in many areas of
applied mathematics and mathematical physics where a differential equation depends on small
positive parameters multiplying the highest derivative terms. Singularly perturbed delay partial
differential equations model physical problems for which the evaluation does not only depend
on the present state of the system but also on the past history. Areas of the sciences in which
governing equations involve integral terms representing the effect of the past include the study
of materials with memory [1], in mathematical demography and population dynamics [24], in
the study of dynamics of artificial neural networks in which there are transmission delays [33],
and in mathematical finance in which inefficient markets are modelled [36]. Under the heading
”Small delays can have a large effect,” Kuang [24] commented on the associated risks, ignoring
the delays that researchers think are small. The comment underlines the presence of small time
delay in partial differential equations may result in a large effect on the solution. If we ignore
the delay parameter and directly used the method to solve singularly perturbed delay partial
differential equations, one may not get a solution that exactly reflect the reality of the original
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problem. The investigation here is to examine the solution when the time delay is non-zero and
the effect of the parameter € on the boundary layer is significant.

The singularly perturbed nature of equations is apparent when the magnitude of the term
involving first-order derivatives is much greater than terms involving second-order derivatives.
In specific situations, multiplied to the highest order derivative term have magnitudes that are
much smaller than unity and such that, when these parameters tend to zero, the order of the
differential equation is reduced. Then the problem has a limiting solution which is the solution
of the reduced problem and the regions of non-uniform convergence lie near the boundary, which
is known as boundary layers. These problems have steep gradients in the narrow intervals of
space and short intervals of time. That means as the value of ¢ approaches zero, the error in the
approximation becomes greater. Even for the one spatial dimension and one temporal variable,
not all difference schemes can capture these steep variations. Therefore, for singularly perturbed
problems it is desirable to construct numerical methods for which the accuracy of the approximate
solution does not depend on ¢, and for which the size of the error depends only on the number
of mesh points used, that is, methods which converge uniformly with respect to the parameter
€. Regarding the study of uniform convergence solution, a large amount of literature exists for
singularly perturbed non-delay differential equations and many assumptions have been made on
the stability [9, 12, 16]. There have been extensive development studies of singular perturbation
problems in the classes of singularly perturbed systems [10, 17, 18, 19, 30], singular perturbation
problems with two small parameters [4, 6, 11, 27], singular perturbation problems with non-local
boundary condition [20], singular perturbation problems with Robin type boundary condition
[14, 21], singularly perturbed system with Robin type boundary condition [15]. However, in
recent years there has been a growing interest in the numerical study of singularly perturbed
partial differential equations with delay both in space and time. Various approaches for the
numerical methods to solve singularly perturbed parabolic partial differential equations with
delay in space are given in [5, 7, 8, 32, 34]. The present work is interested in singularly perturbed
parabolic partial differential equations with a time delay. So let’s take a look at some work
is being done in this area. A typical real time application example of the time delay partial
differential equation is the following models of a furnace used to process metal sheets

a“gi’ H_.2 gg D 4 olg (u(, t 7)) (3“&;’”) +olf (@t — 7)) —ulz,0).  (11)

See WU [36] for more detailed literature on the existing partial differential equations with time
delay models. The model problem in (1.1) is in the form of a time-delayed parabolic singular
perturbation problem, which is difficult to drive its exact solution.

It is worthwhile to mention here that there exists no an exponentially fitted cubic spline

finite difference method for the singularly perturbed partial differential equations with large time
delay, and hence ours is the first work in this direction. Thus, the aim of this paper is to design
an efficient numerical scheme based on the cubic spline method which comprises an exponentially
fitted difference scheme on a uniform mesh.
Organization of the paper: In Section 2, the problem under study is formulated. In 3, some
a priori estimates on the solution and its derivatives and some analytical results which are used
in the convergence analysis are given. We describe an exponentially fitted cubic spline for a
singularly perturbed delay parabolic partial differential equation in Section 4. We present two
numerical experiments to demonstrate the applicability and efficiency of the proposed method in
Section 5. We end with brief conclusions on the results obtained in the Section 6.

Notation. For a function ¢ defined on D, the standard supremum mnorm has been denoted



An exponentially fitted spline method for singularly perturbed parabolic . . . 315

by ||.||c is given by
[lcc = sup |9(z,t)].
(z,t)eD

Through out this paper C' denotes a positive constant independent of the perturbation parameter
€, the mesh size and the mesh points.

2 Problem Formulation

In this article, we consider the following singularly perturbed delay parabolic convection-diffusion
initial-boundary-value problem(IBVP) with Dirichlet boundary conditions:

du
ot

subject to the boundary conditions

— EUgy(z,t) + a(z)ug (v, t) + b(x, )u(x,t) = —c(z, t)u(z,t — 7) + f(z,1), (z,t) € D, (2.1)

u(07t) :¢l(t)a Fl:{(ovt) :OStST}’ (2 2)
u(lvt) :¢r(t)7 FT:{(lvt):OStST}v .
and the interval condition
u(z, t) = ¢p(x,t), (x,t) € Ty = [0,1] x [—7,0], (2.3)

for 0 =(0,1),D=Qx (0,T],T =T, U, UT,, where I'; and T',. are the left and the right side of
the rectangular domain D is corresponding to x = 0 and = = 1, respectively. Also, 0 < e << 1
is a singular perturbation parameter and 7 > 0 represents the delay parameter. The functions
a(z),b(z,t), f(z,t) on D = [0,1] x [0,T] and ¢p(z,t), ¢i(t), d-(t) on T are sufficiently smooth,
bounded functions that satisfy a(z) > a > 0,b(x,t) > 8> 0, (z,t) € D. Also, f(z,t), ¢1(t), ¢r(t)
and ¢ (x,t) are smooth and bounded. The compatibility conditions

¢5(0,0) = ¢,(0),
{ ¢Z(1,0) = (Jﬁlr(()), (2.4)

and

(2.5)

d010) _ 200(0.0) 4 4(0) 225000 4 (0, 0)p, (0, 0) = (0, 0) (0, —7) + £(0,0),
2
40:00) _ (2200000 1 (1) 22L0) 4 (1 0y (1,0) = —c(1,0)5(0, —7) + f(1,0).

are imposed. It is clear that the solution of (2.1)-(2.3) has a boundary layer of width O(e) on T’
[13]. Also, the characteristics of the reduced problem of (2.1)-(2.3) are the vertical lines where
x is a constant, thus the boundary layer arising in the solution is of parabolic type. In order to
construct parameter-uniform numerical methods, two classical approaches are applied. The first
approach is to design the mesh in a way that captures the layers, which is often known as a special
mesh approach, for instance, refer to [6, 12, 16, 17, 18, 19, 30], which constructs meshes adapted
to the solution of the problem. The second approach is to design an exponential fitting type
[3], which have coefficients of an exponential type adapted to the singular perturbation problems
and hence it reflects the behavior of the solution in the boundary layer region which is known as
fitted operator method.

Most of the numerical study on singularly perturbed time delay parabolic partial differential
equations has been done by using the layer adapted mesh approach rather than the fitted opera-
tor one. The study of the problem considered in this paper was started by Ansari et al. [2], where
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they discussed finite difference scheme for singularly perturbed partial differential equations on a
layer-adapted mesh,which results in uniform convergence of first order in time and second order
in spatial direction. Bashier and Patidar [3] designed a robust fitted operator finite difference
method for the numerical solution of the singularly perturbed delay parabolic partial differential
equation. The method was shown unconditionally stable and parameter-uniform convergent of
order one in the temporal direction and of order two in the spatial direction. Das and Natesan
[13] proposed a numerical method to solve one-dimensional singularly perturbed delay parabolic
convection-diffusion problem. They proposed numerical scheme consists of the backward-Euler
scheme for the time derivative, and the hybrid numerical scheme for spatial direction on Shishkin
mesh. They showed that the rate of convergence is almost first order in time direction and al-
most second order up to a logarithm factor in spatial direction. Gowrisankar and Natesan [23]
solved the singularly perturbed time delay parabolic convection-diffusion problem by the upwind
scheme on Shishkin mesh. The authors proposed scheme is e-uniform convergence of first-order
in time and first-order up to a logarithmic factor in space. Kumar and Kumari [25] constructed a
robust implicit unconditionally stable numerical method comprising the Crank-Nicolson method
consisting of a midpoint upwind finite difference scheme on a fitted piecewise-uniform mesh
condensing in the boundary layer for solving a class of parabolic singularly perturbed partial
differential equations with time delay. They have shown that the proposed scheme is e-uniform
convergent of second-order accurate in the temporal direction and the first-order (up to a loga-
rithmic factor) accurate in the spatial direction. Gelu and Duressa [21] proposed an implicit Euler
method for time derivative with uniform mesh and extended cubic B-spline collocation method for
space derivative on Shishkin mesh to solve singularly perturbed delay parabolic reaction-diffusion
problem subject to mixed boundary conditions. The result obtained is shown to be accurate of
O (At + N=2In*>N) by preserving an -uniform convergence. Govindaraol et al. [22] presented a
higher-order parameter uniformly convergent method for a singularly perturbed delay parabolic
reaction-diffusion initial-boundary-value problem. For the discretization of the time derivative,
they used the implicit Euler scheme on the uniform mesh and for the spatial discretization, they
used the central difference scheme on the Shishkin mesh, which provides a second-order con-
vergence rate. To enhance the order of convergence, they applied the Richardson extrapolation
technique and attains almost fourth-order convergence rate. In [29], Negero and Duressa dis-
cussed the numerical scheme comprising an exponentially fitted Tension-spline based difference
scheme on a uniform mesh supported by Crank-Nicolson Method. Woldaregay and Duressa [35]
considered singularly perturbed time delay problem using the Crank-Nicolson method in temporal
discretization and exponentially fitted operator finite difference method in spatial discretization.
They formulated scheme converges uniformly with linear order of convergence. Kumar etal. [26],
developed graded mesh refinement approach for boundary layer originated singularly perturbed
time-delayed parabolic convection diffusion problems. In [28], Negero and Duressa discussed the
backward-Euler method for the time derivative and Micken’s type discretization for the space
derivatives, moreover authors enhanced the order of convergence by using Richardson extrapola-
tion method.

Motivated by the work done in Kumar and Kumari [13, 23, 25] the numerical methods
presented here comprise exponentially fitted cubic spline finite difference schemes on a uniform
mesh. The method is based on the discretization of the time derivative at each time step,
the freezing of the spatially dependent coefficients, and the piecewise analytical solution of the
resulting (convection-diffusion) ordinary differential in an equally-spaced mesh. Such a solution
results in a three-point, exponentially fitted finite difference equation which can easily be solved.
It should also be contrasted with that proposed by Kumar and Kumari [25] who employed
a midpoint upwind finite difference scheme in a piecewise uniform Shishkin mesh in spatial
derivative. This work also contrasted the method in Das and Natesan [13] and Gowrisankar and
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Natesan [23] who employed the upwind finite difference scheme for the spatial derivatives in a
piecewise uniform Shishkin mesh.

3 Properties of continuous solution

The purpose of this section is to derive a priori bound for the solution w(z,t), of 2.1-2.3 on
the solution domain D. These estimates contain continuous maximum principle bounds of the
solution and its derivatives, and then parameter uniform bounds on the regular and singular
components to analyze the proposed scheme. The detailed proofs of Lemmas 3.2, 3.3 and 3.4 are
provided in [28, 13]. Let us denote differential operator S for the differential equation in 2.1 as

0 0?

Le=g~ %52

+a(z)=— + b(x,t).

Lemma 3.1 (Continuous maximum principle [25]). Suppose (z,t) is such that ¢(z,t) >
0,V(x,t) € 0D. Then, Loy (z,t) > 0,Y(x,t) € D implies that ¥ (x,t) > 0,¥(z,t) € D.

Lemma 3.2. For any (x,t) € D, the solution u (x,t) of (2.2)-(2.3) is such that
|u(z,t) = o (2,0)| < Ct, (2,t) € D.
where C' is a constant which is independent of €.

A direct importance of this Lemma 3.2 is the following estimate.

Lemma 3.3. For any (z,t) € D, the estimate on the solution u(x,t) of (2.2)-(2.3) satisfy the
following bound:
|u(z,t)] < C.

Lemma 3.4 (Stability estimate). The uniform stability bound on the solution u(z,t) of (2.2)-
(2.3) satisfy:

([ Leull
lullp < ; +max (o, [l ; [or]) -
where ||.|| denotes the mazimum norm on the domain D and B is a positive constant specified

under Section 1.

Proof. By defining the barrier functions ¢* as % = % + max (|¢s], |P1] , |¢r]) £ u (2, t) and
applying the maximum principle, we obtain the required bound [25]. O

The solution u(x,t), and its derivatives satisfy the following bounds.

Lemma 3.5. For any non-negative integers i,j such that 0 < i+ j < 5, the solution u(x,t)
satisfies The exact solution u(x,t) and its derivatives of problems (2.2)-(2.3), satisfy the bound:
ity
Ozt oI

<C(l4+e'exp(—a(l—2z)/e)),Y(z,t) € D.

Proof. See [13]. O
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4 Numerical Scheme Formulation

4.1 Temporal Discretization

We partition the time domain 2 = [0,7] x [0,1] with constant step size At through the grid
points (Z,, t,) as,

OM = {t, =nAt,n=0,1,2,...,M,ty; =T,At =T/M?},
where M denotes the number of mesh elements in temporal direction [0,77] and
28 ={t, =nAt,n=0,1,2,...,s,t, =7, At = 7/s},

where s is the number of mesh element in [—7,0]. The step size At satisfies 7 = sAt, where s is
a positive integer and ¢, = nAt,n > —s.

Assume that the equation given in the form of (2.2)-(2.3) is satisfied at the point (z,n+1)™"
level. At this point by keeping x fixed along the line {(z,%);0 <¢ < T} and applying fitted
Crank-Nicolson’s scheme, we obtain the solution u of equation (2.2)-(2.3) as:

At
(1 + S e @) = o, (41)
Urt0) = ¢i(tns1), n=0,..., M,
Utl(1) = ¢ (tpy1), n=0,..., M, (4.2)
Un+1(x) :¢b<$,tn+1), UAS (051)7_(5+1) <n< -1

where,
U™*1(x) is the approximate solution to the exact value u(z,t,),

& = U@)+ 5L (P () + PP(@) - 20" (@) P (&) = @)U (@) + f(a),
! 1
o) = D00 ) ) ) ), 43)

In the next lemma, we state the semi-discrete maximum principle for the operator £2! given in
(4.3).

Lemma 4.1 (Semi-discrete maximum principle). Let Y+ (2) be a sufficiently smooth function
on D. If Y"1 (0) > 0, Y"1 (1) > 0 and LAY (z) > 0 for all x € D, then Y"1 (z) >0 for
allx € D.

Proof. As the work in Kumar[25, 29], we prove the lemma by contradiction. Assume (z*,t*) € D
such that T (2*) = ming,)ep T"" (x) < 0. This is clear that the point (z*) ¢ dD, which
proves that (z*) € D. Now consider

1
>y t(z) dY"t(z) = o+
Atnpn+1 _ n+1
La T (.13) =€ dr2 +a(33) dx +b 2($)T (Z‘),
at the point z* the value of the operator becomes,
1
d2~rn+1 * dfrn+1 * nt—
ooty = e LT o) T B ey, )
T T
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We have,
T () = 0, T2 (%) > 0, 7" (2%) < 0. (4.5)

Using these properties of the Eq. 4.5 in 4.4, we get
L?tT"H(a:*) <0,

which is a contradiction as L2*Y"+1(z) > 0 for all (x) in D. Hence the result is obtained. O

Next Lemmas gives the bounds for the local and global error in the temporal semi-discretization.
Let the local error at each time step be denoted by e,i1 = u(z,tni1) — UnT(z) for n =
0,1,2,...., M.

Lemma 4.2 (Local error estimate). Assuming the bounds on u(z,t) and its derivatives given by
‘8%

o7 < C,(z,t) € D,0 <1< 2. The local error estimate in the temporal direction is given by

lu(z, tn) = U™ (@)l < C (AL

Proof. Using Taylor series expansion centering at t,, 1 we have:

Atourti(e) | (A0 Purth(a)

" (2) = "t (2) + SERT < o O((A1)*), (4.6)
1 ™t (z 2 92yt (

Subtracting equation (4.7) from equation (4.6) gives the central difference approximation in such
a point as:
ourta(z)  unt(x) —u(x) 2
- o ((a?). 48
5 7 + 0 ((At) (4.8)
Applying equation (4.8) formula for time derivative in the following equation (4.9)

ou(zx, tn+%) 0?u(z, tn+%) Ou(z, tm_%)
T Pl L S LT

= C(x7tn+%)u(x’tn—s+%) + f(x7tn+%)

we obtain
u"t(z) — un(z)
At

?urtz () ountz (1)

2

O ((A0)7) =g Hale) =g
C

"R (2)u" T E () + fTE ().

For other terms of equation (4.10) related to the points (z,t,+1) and(z, ¢,), using fitted Crank-
Nicolson’s scheme can be written as:

HITHTE @) 4g)

Ate d?>u™t(z) At du™ti(x) Aty il
B L R

Ate d?u™(z) At du™(x) At At At
- 1 — ==p» n —gn =Y gn+1

where H"(z) = c(x, tn)u(x, tn_s) + f(z,t,). Since error satisfies the differential Equations, the
local truncation error satisfies

LAten+l — 0 ((At)3) et (0) = 0 = et (1).

Using the semi-discrete maximum principle give ||en11 o < C(A2)%. O
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Let denote E"! be the global error estimate up to the (n + 1)th time step.

Theorem 4.1 (Global error estimate.). The global error estimate at (tn41) s given by
|Eniill,, < C (A ¥n=1,2,..,M —1.

Proof. Using the results in local error estimate up to the (n + 1)th time step in Lemma 4.2, the
global error is given as

n+1

e
k=1

< llerlle +llezllog + -+ llenllo -

[Ent1lloe =

o0

< O (nAt) (At)?
< Oy T (At)?, since (n+1)(At) <T
< C(At)?, denotin C1T = C,

where C' is constant independent of ¢ and At. O

Next, the bounds on the derivatives in x direction and asymptotic behavior with respect to
¢ of the solution U™ (z) of the problems in (4.1) is given by the following Lemma.

Lemma 4.3. For eachn =1,2,..., M — 1. The solution U™ (z) of the boundary value problem
in (4.1)-(4.2) satisfies the bound

diU”“"l(x)

dxt

<C(l+e’exp(—a(l—z)/e)),¥(z) € D,0<i< 4
Proof. The proof is direct from Lemma 3.5. O

4.2 The Spatial Variable Discretization

In this section, we derive the cubic spline scheme on a uniform mesh 0 = zy < z1 <,..., < xy = 1.
Now we dived the spatial domain [0,1] into N equal parts with constant mesh length h =
Ty —Zm—1 form = 1,2, ..., N. The approximate solution of equations (2.1)-(2.3) is obtained using
cubic spline interpolating function, which on each sub-interval [, Zmm 1], denoted by Sy, (¢). For
known values (), i1 (t), ..., an (t) of a function u(t) at the nodal points 0 = xg, z1, 22, ...,xx = 1,
a cubic spline interpolating polynomial will have the following properties:

(i) Sy (t) coincides with a polynomial of degree 3 on each [z, Tpmy1],m =0,1,..., N.

(i) S, (t) € C?[0,1],
(iii) Sp(t) = @ (t),m =0,1,...,N.

el

The cubic spline interpolating function is developed in [14, 15, 19] to solve singular perturbation
problems using the adaptive mesh strategy. In the present study, a cubic spline interpolating
function can be written in the following form:

3 3
S (t) = M\Pm_l(t) + %ww

<am_1(t) . h(:\Ilm_l(t)) <$mh_ 9”) + (am(t) - }?\Ifm&)) (x_‘z"”> :

(4.11)
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where ¥, (t) = S”(xm,t),mm <2z <Tpy1,0<m <N,
The difference scheme is derived using this spline function which will give the approximate solution
of u(z,t). Differentiating Equation (4.11), we obtain

, (l’m — I’)Q (I' - Im—1)2
Sp(x,t) = -2V, 4 (t) + ———V,,(t)—
2h 2h 412
h? h? (4.12)
<ﬂm_1(t) — 6\I/m_1(t)) + <ﬂm(t) — G\Pm(t)) .
As S, (t) € C2[0,1] in equation (4.12), S, (&, t) = S;nﬂ(acm,t) which gives,
h 1, - -
6 (Urn—1(t) + 4V (t) + Uppa (8)) = h (Um—1(t) = 20 (1) + U1 (1)) - (4.13)
Now we define the fitting factor problem associated with equations (2.1)-(2.3) by:
Loty (t) = — €0 (0)bgn (Tm, ) + am@y () 4 by ()T ()
i 4.14
= —Cm ()l (t —7) + (L) — W, (z,t) € D. 1
The boundary conditions (2.1)-(2.3) become
a(1,t) =a1(t) = ¢, (t), T = {(1,t) : 0 <t < T}, '
and the interval condition
a(z,t) = ép(x,t), (z,t) € T'b, (4.16)

where o (p) is a fitting factor which is to be determined in such a way that the solution of (4.14)
converges uniformly to the solution of (4.1) subject to the conditions (4.15)-(4.16). Now, from
Equation (4.14),

€0 (p) Vo (t) =iy (T, t) + b ()T (t)+

. OU(xm, t)
em (Ot = 7)  fn(1) + 2L t),

eo (p) \I’m_l(t) :am_1ﬂw(l‘m_1, t) + bm_l(t)fbm_l(t)—F

1 (V)i 1 (t—T) = frma (1) + W7 (4.17)
£0 (0) U1 (t) =m410ia(Tmits ) + bg1 (E)limgr (8)+
i1 (V)1 (t—T) = frnpa (t) + W’
where
T (T, t) ~ U1 () = Um—1(t) Lo,

2h

31 (t) — 40, (t) + Upm—1(2) 9

+1 5 1 +0 (h ) 7

— U1 () 4 4y () — 31 (1)
2h

Uiy (Tmg1,t) = U (T, t) + hilge (T, t) + O (R?) =

Uy (Tpn—1,t) = Uy (Tim, t) — Rz (Tm, t) + O (h2) = + O (hz) .
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From Equations (4.17) solving for U, (t), ¥,,—1(¢) and ¥,,;1(t) and substituting the values in
Equation (4.13), we arrive at the following difference scheme:

L a 3’(]m+1(t) —4am(t) +1~Lm_1(t) _ % i _ 9 .
+ o (p) { m+1( >} h2( m—1(t) = 20 (t) + mt1(t)) +

2h
i ﬁbm_l(t)ﬂm_l(t) + ﬁbm(t)am(t) + ﬁbmﬂ—l(t)ﬂm*‘l(t)
o1 i 4+ —— - )
o (p) motm-a(E=7) + (p) fnr(0) =3 (p) ot
e Wit — )+ —— _ L duam,t)
o7y e (Ot = 1) —s (1) = S ot
_ %cmﬂ(t)ﬂmﬂ(t -+ ﬁfmﬂ(t) - gp) 8u(xgt+1, t) + O (h?)

(4.18)

4.2.1 Determining the Exponential Fitting Factor

From the theory of singular perturbations [31] it is known that the solution of (2.1)-(2.3) is of
the form

u(z,t) = up(z,t) + z0(x, t) + e(ur(z,t) + 21 (2, t)) + O(e),
where the zeroth-order asymptotic expansion @(x,t) is given by:
W(z,t) = uo(z,t) + zo0(x, t), (4.19)
with ug(z,t) as the solution of the reduced problem of equations (2.1)-(2.3) given by

t
(@) 2020 hie g, 1) = Fl), (4.20)
with
U‘O(Oat) = ¢l(t)7 (421)
where F(z) = c(x, t)ug(z,t — 1) + f(z,t) — %, (z,t) € D and zg(z,t) in (4.19) is the error
correction term satisfying the differential equation

dZZO(t) dZo(t)
_ 1 —
i +a(1,t) ) 0
with
z0(1,t) = ¢p(t) — uo(1,t), z0(00,t) = 0,
where n = ka

Using asymptotic expansion for the solution of Equations (4.20)-(4.21), it is simple to obtain
ug(z,t) and using Taylor series expansion for a(z) near the point © = 1, we get

u(x,t) = up(z,t) + (o (t) — up(1l,t)) exp <a(1)(1_m)>. (4.22)

€
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Considering h is reasonably small and evaluating the result in (4.22) at x,, gives

Uim (t) = 10(0,t) + (& (t) — To(1,1)) exp (“(1)(1_5mh))’

which becomes

lim i (£) = 0 (0, £) + (60(t) — fio(1,£)) exp (—a(l) (i _ mp)>,

h—0

Similarly,

where p = g

Multiplying both sides of Equation (4.18) by h and taking the limit as h — 0 give

2

1 <3ﬁm+1(t) — 4a;(t) + &ml(t)> B

1 (1) 1im (am“(t) _ ﬂ’"‘l(t>) +

(ln—1(t) = 20 (t) + Gm41(t)) =0

Tl Q

(4.23)

(4.24)

(4.25)

(4.26)

Substituting (4.24)-(4.25) into (4.26) and simplifying give the fitting factor for the parameter &

as
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4.3 Fully Discrete Scheme

The method developed in (4.18) together with equation (4.1) becomes,

At At
LAyt = (q;n + Qr;) Untl + (qfn + 2r;> Unti+

At . At N AL

At At
(q;; - 2P7+n> Upi1 + = m (CgiHantﬁ +cm 1 HY 1)+

At At
= G (e HR o+ ) + g, (S H Sy + e Ho) +

t - n n At C n n At n n

1 =3 am_1 1 2 am 1 amy1 6

"m =5 ) ( > h ) TS h Tem 2h B
c 2 Am—1 + 4 bn+1 2 Am+1 + 12¢ (427)
e — _ i
m"=5m h Tap™ o kTR
o lan | Zan 1 (Bann ) 6
™ o(p) 2h om h (p)\2 h ml h2’

ag
-~ 1 —3 Qm—1 2 am 1 ampy1 6e
- (= b _ 2 m - _ X
P U(p)< 2 h m_l) o) h ol 2h B

2 am—1 4 2 amy1  12e

alp) h  a(p) o(p) h h?

-1 am_1 2 amn 1 3 a1 6e
+ _ “m O Sm+ pn -
Pn =5l 2k o) h +a<p><2 ho m“) R
_ 1 . 4 N 1
qm = AR qm - bl qm = Iy

(p) o (p) o (p)

with interval initial and boundary conditions

Ut (0) = U™ (0) = i (tn41) , UR™ (0) = U™ (1) = 6y (tng1) ,0 < < M -1, (428)
Uﬁm—i_l = ¢b (xmvthrl) y M = 172737 1N - 17 _(8 + 1) sn< _]" .

and H denotes the delayed term U(x,,,t, — s) which is evaluated as

H’n _ ¢b(xm7tn)a lf tn < S,m = O, ]., ,M - 1
LU if t, >s,m=0,1,..,M—1.

Lemma 4.4 (Discrete Comparison Principle). There exist a comparison function %1 such

that LAtURHL < LAzl iy = 1,2, N — 1, and if UFT < 20T and URtt < 230 then
untl < zntlim =0,1,2,..., N.

aeey

Proof. The matrix associated with operator L2tU"*1 is of size (N + 1)(N + 1) with its entries
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form=1,2,....N —1 are

- _ At _
Tm_qm+?’f'm<0,
AC __ . C At c bm 3 h ham 1
Tm_qm+7rm>07 asa<ﬁ cot ? — , (429)
At h m
rh=qh + ?r;‘l < 0,since coth (a) > 1.

Therefore, the coefficient matrix of the proposed scheme, defined by (4.27)-(4.28), for the (2.1)-
(2.3), satisfies the property of M-matrix. So, the inverse matrix exists and it is nonnegative. This
guarantees the existence and uniqueness of the discrete solution. A similar technique has been
used to show the stability for discrete operator in [18, 30]. O

An immediate consequence of the Lemma 4.4 is the following discrete stability result.

Lemma 4.5 (Discrete uniform stability estimate). The solution of the discrete scheme in (4.27)
satisfies the bound

U] < BRSO+ max |05

AR

Proof. Let \* = B=Y| LA UM + max {|US |, |UNT |}, and define the barrier function y*
by 7* = A\* £ U+, On the boundary points, we obtain

(VE)g T = A £ UpT = LM AU+ max {| U5 (U} £ U (0) > 0,
(,Y:I:)X’-‘rl — A\ 4 U]7\l,+1 — ﬁ—llth,AtU;z—&-lH —i—maX{’UéH_l , U]7\l,+1’} + Un+1 (1) > 0.

On the discretized spatial domain z.,,,0 < m < N, we obtain

LRt () 1 - <— (V£ UPH) L4 (A £ UTH) -3 (A + U:jf_ll)> .

1 () - (vt |
alp) ™ 2h

L BV UMY — AV U + (V2 UR)
a(p) " 2h

22 (V£ URT) —2 (O £ U + (v £ URT) +
1 1
o (W = U 4 st (A £ U
7yt Ui + S (X £ Unia) + 505
_ i n+1 L n+1 L n+1 —1 h,Atrrn+1 n+1
‘[ﬂm%*+a@”1+a@ﬂw1w | £P AU + max { U
> 0, since b > 3> 0.

1
b (A" £ U 1Y)

D E

By the discrete comparison principle in Lemma 4.4, we obtain (’ij)ZJrl >0,m=0,1,2,...,N.
Hence, the required bound is obtained. O
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Now, using Taylor’s series approximation, we obtain the bound

d4 Un+1 (zm)
dz*

< CN~2

)

—Unia + AU —8URT, L dPURY  dURE
2h dx? dx

Uptl Ut dunt PV (2m)

m—+1 -2
<CN

2h dx - dz? ’

n+l _ grrntl n+1 27 41 n+1 A7Tn+l (4.30)
3Up ' — 44U + UL +hd U, ~dURL < ON-2 AU (z)

2h dzx? dx - dx4 ’
Upih =205 + UREY ORI s ([0 ()
h? dx? - dx? ’
where ‘ %H = MaXz,<z<azy % b= 2,4.

Theorem 4.2. Let a(x) and f (x,t) be sufficiently smooth functions so that the semi-discrete
solution Ut (x) € C*[0,1] then the numerical solution URLTY of the problems (2.1)-(2.3) satisfy
the error bound

1—
|LmA (U (@) — UL | < OR? (1 +e7* sup exp (—a(sx))) (4.31)
z€(0,1)

Proof. Consider the truncation error that is given by

}Lh7At (Un+1(xm) _ U;zl+1)| <

Upth =20+ Upth  g2uptt
—e|o(p) -

h? dx?
. —Upt + AU —3Upty L PURT dUnty
met 2h da? dx
4.32
Uﬂ+1 _ Un+1 dUn+1 ( 3 )
4a m+1 m—1 m +
" 2h dx
o UMY — AUt Uty N hd2U;;+1 AUty
m 2h da2 dx '
U
Using the bounds given in (4.32)
AU (2,,) AU (2,,)
h,A n n — m _ m
2 (0 ) = U] < o | e | s | L
(4.33)

CN~2

dx? dxt

21Tn+1
MH + ON2

d4Un+1 (xm) H
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Substituting the bounds for the derivatives of the solution in Lemma 4.3, gives

d4Un+1 (.’,E ) d4Un+1 (I )
h,A n n — —
|L %U“@my—u;3|scN2(i4"1H+0N2(M4’”H+
2 n+1 4 n+1
ON-2 2U™ (), H L ON-2 d U H
dz2
2 n+1 4 n+1
ON-2 2U™ (), H L ON-2 d U H
dz?
1- 1—
CN72[14¢2 sup exp (_a(x)) +CN72 1+ sup exp (_a(w)) .
2€(0,1) € z€(0,1) €
(4.34)
Since €72 < ¢4, we obtain
1 —
|Lh’At (U @) — UTT,;H)‘ <CN? (14" sup exp (_a(m)) . (4.35)
z€(0,1) €
Lemma 4.6. For ¢ — 0 and a fized number of mesh numbers N, it holds
oxp (2ot
lim max ————==0, and
e—01<m<N—1 gt
exp (7_(1(1:%”))
lim max ————==0,
e—01<m<N—1 gt
fori=1,2,3,..., where x,, = mh,h = N"'Vm =1,2,..N — 1.
Proof. The proof is given in [35]. O

Theorem 4.3. Under the conditions of Theorem 4.2 and Lemma 4.0, the solution of the discrete
schemes in (4.27) satisfies the following error bound:

sup |U"H(z,) — U | < Ch=CN—2. (4.36)
0<e<1

Proof. By using the results of Lemma 4.6 in Theorem 4.2 to the mesh function Ut (z,,,) —U™+!
and then using Lemma 4.5 gives the required bound. O

Theorem 4.4. Let u (T, tnr1) be the solution of the continuous problem (2.1)-(2.3) and U+t
be the numerical solution of (4.27). Then, there exists a constant C such that the following
uniform error estimate holds:

Oilslgl OSmSIZnV%XSnSM |u (x"“ "+1) Un+1| <cC (N + (At) ) (4'37)

Proof. The proof is the consequence of Theorem 4.1 and 4.3. O
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5 Numerical Examples and Discussion

In this section, we will present two numerical experiments to demonstrate the applicability of the
method. Since the exact solutions of the problems are not known, the maximum pointwise errors
for the examples are calculated using the following double mesh principle:

M,N N 2N
BT = 0<n< M OSm<N ’UM — Uz

where M and N are the number of mesh points in x and ¢ directions with h and k step sizes
respectively. U is the approximate solution obtained using M and N number of meshes and
UQQAZX is approximate solution obtained using double number of meshes 2M and 2N with half step
sizes.

For a value of M and N,the e-uniform maximum pointwise error is calculated by the formula

EMY — max EMN
£

The orders of convergence for all the examples have been calculated by the formula

B log |E£4*N/E52M’2N|

pM,N l
0g2

For the sake of comparison with work in [25, 23, 13] our results presented as follows. For var-
ious values of ¢, and N, the computed maximum pointwise errors EN'A! e-uniform maximum
pointwise error EV'A* and the orders of convergence p™>2* using the proposed scheme (4.27) are
presented for Example 1 in Tables 3 and 4, and for Example 2 in Tables 5. From the results given
in the Tables (Tables 3,4 and 5) we see the monotonically decreasing behavior of the computed
e-uniform errors. This ensures that the proposed exponentially fitted spline scheme (4.27) is e-
uniform convergent. It can also be seen that for a given value of ¢ in Table 2, the maximum point
wise error decreases whereas the numerical rate of convergence increases as the number of mesh
points increases which shows the convergence of the method. In the Tables (1 and 2) we confirm
that the numerical methods presented in this paper are second order e-uniform convergent.

For both examples the appearance of the boundary layers in the solutions visualized in surface
plots of Figure 1 and Figure 2. Also from Figure 1 and Figure 2 one can observe the effect of the
parameter € on the boundary layer width for both examples. It is also clearly observed that the
width of the boundary layer (located at the right side of D) decreases as ¢ decreases. The two
Figures, Figure 1 and Figure 2, are plotted by taking M = N = 64. Figures 3 and 4 provide the
solution for the two Examples for different values of time ¢ by taking M = N = 64.

The maximum pointwise error on the log-log scale is plotted in Figure 1 for Example 1 and
Figure 1 for Example 2. From this Figure one can observe that the error is e-uniform second-order
convergent and again confirms the effectiveness of exponentially fitted spline scheme (4.27).

Example 1. From [25] consider the following singularly perturbed delay parabolic initial bound-
ary value problem on D = (0,1) x [0, 2],

ou 0%
N
= —u(z,t —7) + 10t%exp(—t)z(1 — z),
u(z,t) =0, (z,t) € [0,1] x [-1,0],

u(0,t) = 0,u(1,¢) =0,t € [0,2].

+(2 - xz)% + (z + 1)(t + Du(z, )
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Example 2. From [25] consider the following singularly perturbed delay parabolic initial bound-

ary value problem:

ox

- x2)@ + zu(x,t)

= —u(z,t — 1) + 10t*exp(—t)z(1 — z), (2, t) € (0,1) x (0,2],

x,t) =0, (z,t) € [0,1] x [-1,0],
0,¢) = 0,u(1,£) = 0,¢ € [0,2].

Table 1: The maximum absolute errors Eév At and rate of convergences pév A for Example

1.

el N =38 N =32 N =128 N =512
M =16 M =32 M =64 M =128

270 4.1907e — 04 9.0350e — 05 6.335le — 05 3.2725¢ — 05
2.2136 0.51216 0.95297 —

24 4.2232¢ — 03 3.9477¢ — 04 2.9400e — 04 1.5743e — 04
3.4193 0.42520 0.90111 —

28 7.7995¢ — 03  2.2491e — 03 4.2550e — 04 1.5240e — 04
1.7940 2.4021 1.4813 —

212 7.7995¢ — 03  2.2853¢ — 03 5.561le — 04 1.9372e — 04
1.7710 2.0389 1.5214 —

2-16 7.7995¢ — 03 2.2853e — 03 5.561le — 04 1.9441e — 04
1.7710 2.0389 1.5163 —

2720 7.7995¢ — 03 2.2853e — 03 5.561le — 04 1.9441e — 04
1.7710 2.0389 1.5163 —

2724 7.7995¢ — 03 2.2853e — 03 5.561le — 04 1.9441e — 04
1.7710 2.0389 1.5163 —

2728 7.7995¢ — 03 2.2853e — 03 5.561le — 04 1.9441e — 04
1.7710 2.0389 1.5163 —

2732 7.7995¢ — 03 2.2853e¢ — 03 5.561le — 04 1.9441e — 04
1.7710 2.0389 1.5163 —

EMAL 7 7995e-03 2.2853e-03 5.5611e-04 1.9441e-04

pMAt 1.7710 2.0389 1.5163 -

6 Conclusion

In this paper, we presented an exponentially fitted finite difference scheme to solve singularly
perturbed parabolic partial differential equations with a large time delay. The method is based on
cubic spline. This method is unconditionally stable and is convergent with second-order accurate
in both time and space. To substantiate the suitability of the proposed method, graphs have been
plotted for both examples 1 and 2 for different values of the parameter . It is shown that the
method is uniformly convergent independent of mesh parameters and perturbation parameter e.
Our numerical results are compared with the results given in Das and Natesan [13], Gowrisankar
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Table 2: The maximum absolute errors Eév At and rate of convergences péV’At for Example
2
el N =38 N =32 N =128 N =512
M =16 M =32 M =64 M =128
20 1.3691e — 03 8.6850e — 05 9.0325e — 06 2.2250e — 06
3.9786 3.2653 2.0213 —
24 1.0119¢ — 02 1.0238¢ — 03 6.7309¢ — 05 8.6530e — 06
3.3051 3.9270 2.9595 -
28 1.4394e — 02 5.2090e — 03 1.0676e — 03 8.6567¢ — 05
1.4664 2.2866 3.6244 —
212 1.4394e — 02 5.2134e — 03 1.5548e — 03  4.0209e — 04
1.4652 1.7455 1.9511 —
216 1.4394e — 02 5.2134e — 03 1.5548e — 03 4.1136e — 04
1.4652 1.7455 1.9183 —
2720 1.4394e — 02 5.2134e — 03 1.5548¢ — 03 4.1136e — 04
1.4652 1.7455 1.9183 —
2724 1.4394e — 02 5.2134e — 03 1.5548¢ — 03 4.1136e — 04
1.4652 1.7455 1.9183 —
228 1.4394e — 02 5.2134e — 03 1.5548e — 03 4.1136e — 04
1.4652 1.7455 1.9183 —
2732 1.4394e — 02 5.2134e — 03 1.5548e — 03 4.1136e — 04
1.4652 1.7455 1.9183 —
EMAt1.4394e-02 5.2134e-03 1.5548e-03 4.1136e-04
pM-At 1.4652 1.7455 1.9183 -

and Natesan [23] and Kumar and Kumari [25]. On the basis of the numerical results, it is
concluded that the present method gives high accurate numerical results than those obtained by
means of upwind differences in fitted mesh methods which are boundary-layer resolving, despite
the fact that the exponentially fitted method is not a boundary-layer resolving one for small
values of the perturbation parameter and/or when a small number of grid points is used in
the calculations. Another difficulty faced with the cubic spline based scheme when fitted mesh
methods is used that, it does not lead to a system of equations described by corresponding matrix
to be a M-matrix, a very restrictive condition is needed on the mesh size, specially in the outer
region where a coarse mesh is enough to reflect the behavior of the solution in that region. By
way of contrast, exponentially fitted cubic spline method is the ease in its use and its computer
implementation. The difference scheme so obtained generates a strictly diagonally dominant
tridiagonal matrix. The matrix could also be made monotone under certain assumptions on
the coefficients of the reaction and diffusion terms. These all offers significant advantage of our
method for the singularly perturbed parabolic partial differential equation with large time delay.

Acknowledgment. The authors wish to thank the Department of Mathematics, Wollega Uni-
versity for their necessary support. Authors are grateful to the anonymous referees for their
valuable suggestions and comments.
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Table 3: Comparison of EMY and p™ " for Example 1
e\NAt N =16 N =32 N =64 N =128 N = 256 N =512
At=01 At=0.1/2 At=0.1/2> At=0.1/22 At=0.1/2* At=0.1/2°
Present method
28 4.4897e —3 2.3903e —3 1.0010e —3 4.1067e —4 1.277le—4 3.5112¢ — 5
212 4.4899e — 3 2.4265e —3 1.2438¢ —3 6.2688¢ —4  3.1421le —4  1.5389¢ — 4
216 4.4899¢ — 3 2.4265e —3 1.2438¢ —3 6.2688¢ —4  3.1428¢ —4  1.5729¢ — 4
220 4.4899¢ —3 2.4265e —3 1.2438¢ —3 6.2688e —4 3.1428¢ —4  1.5729¢ — 4
224 4.4899¢ — 3 2.4265e —3 1.2438¢ —3 6.2688¢ —4  3.1428¢ —4  1.5729¢ — 4
228 4.4899¢ —3 2.4265e —3 1.2438¢ —3 6.2688e —4 3.1428¢ —4 1.5729¢ — 4
ENAt  4,4899e-3  2.4265e-3  1.2438e-3  6.2688e-4  3.1428e-4  1.5729e-4
plV:At 0.8878 0.9641 0.9885 0.9961 0.9986 -
Method in [23]
28 1.4765e —2 8.8375e —3 5.1378¢ —3 2.9210e —3 1.6270e —3 8.9215e¢ — 4
212 1.6031e —2 9.8736e —3 5.8009¢ —3 3.3117e —3 1.8467e —3 1.0128¢ —3
216 1.6114e —2 9.9456e —3 5.8507e —3 3.3418e —3 1.8638¢ —3 1.0226e — 3
220 1.6119¢ —2 9.950le —3 5.8538¢ —3 3.3438¢ —3  1.8649¢ —3 1.0232e¢ — 3
224 1.6119¢ —2 9.9504e —3 5.8540e —3 3.3439¢e —3  1.8650e —3 1.0232e — 3
228 1.6119¢ —2 9.9504e —3 5.854le —3 3.3439¢e —3  1.8650e —3 1.0232e — 3
EMN  1.6119e-2 9.9504e-3  5.8541e-3  3.3439e-3  1.8650e-3  1.0232e-3
pMN 0.6960 0.7653 0.8079 0.8424 0.8660 -
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Table 4: Comparison of EMY and p™V for Example 1

el N =16 N =32 N =64 N =128 N = 256 N =512
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Table 5: Comparison of EMY and pM-V for Example 2

e\NAt N =16 N =32 N =64 N =128 N = 256 N =512

At=0.1/2 At=0.1/22 At=0.1/2% At=0.1/2" At=0.1/2° At=0.1/2°
Present method
106 9.4529¢ —3  5.3104e —3 2.8485¢ —3 1.5385e —3  7.9916e —4  4.0722e — 4
1077 9.4529¢ — 3 5.3104e —3 2.8485¢ —3 1.5385e¢ —3  7.9916e —4 4.0722¢ — 4
10-8 9.4529¢ —3 5.3104de —3 2.8485¢ —3 1.5385e —3  7.9916e —4  4.0722e — 4
1079 9.4529¢ — 3 5.3104e —3 2.8485¢ —3 1.5385e¢ —3  7.9916e —4  4.0722¢ — 4
10719 9.4529¢ —3 5.3104e —3 2.8485e —3 1.5385e —3  7.9916e —4  4.0722¢ — 4
EMN  9.2016e-3 5.3104e-3  2.8485e-3  1.5385e-3  7.9916e-4  4.0722e-4
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