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#### Abstract

We approximate zeros of nonlinear operator equations in Banach space setting using Newton-Kantrorvich assumptions and the majorant theory for the midpoint method.


## I. Introduction

Let $E_{1}, E_{2}$ be Banach spaces, and let $U\left(x_{0}, R\right)$ denote the closed ball with center $x_{0} \in E_{1}$ and of radius $R>0$ in $E_{1}$. Suppose that the nonlinear operator $F$ defined on an open convex subset $D$ of $E_{1}$ containing $U\left(x_{0}, R\right)$, with values in $E_{2}$, is Frechet differentiable at every interior point of $U\left(x_{0}, R\right)$ and satisfies the condition.

$$
\begin{equation*}
\left\|F^{\prime}(x+h)-F^{\prime}(x)\right\| \leq A(r,\|h\|), \quad x \in U\left(x_{0}, r\right), \quad 0 \leq r \leq R, \quad 0 \leq\|h\| \leq R-r . \tag{1}
\end{equation*}
$$

Here $A$ is a nonnegative and continuous function of two variable such that if one of the variable is fixed then $A$ is a nondecreasing function of the other on a corresponding sub-interval of $[0, R]$.

Moreover, we assume that $\frac{\partial A(0, t)}{\partial t}$ is positive, continuous and nondecreasing on $[0, R-$ $r$ ] with $A(0,0)=0$

Note that by setting $A(r,\|h\|)=c\|h\|$ for all $r,\|h\|$, for some $c \geq 0$, we obtain the usual Lipschitz conditions on $F^{\prime}($ see, $[1],[3])$, whereas for $A(r,\|h\|)=e(r)\|h\|$, we obtain some generalized condiitons considered also in [4], [9], [16], [22] but for Newton methods. Conditions of the form (1) wher also considered in (3) for Newton's method.

Let $x_{o} \in D$ be arbitrary and define the midpoint method for all $n \geq 0$ by

$$
\begin{equation*}
y_{n}=x_{n}-F^{\prime}\left(x_{n}\right)^{-1} F\left(x_{n}\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{n+1}=x_{n}-F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)^{-1} F\left(x_{n}\right) \tag{3}
\end{equation*}
$$

For a background on the midpoint method one can refer to [7], and the references there.
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Using the majorant theory, we will show that under certain Newton-Kantorovich assumptions on the pair ( $F, x_{0}$ ), the midpoint method converges to a locally unique zero $x^{*}$ of equation

$$
\begin{equation*}
F(x)=0 . \tag{4}
\end{equation*}
$$

We also provide upper bounds on the distances $\left\|x_{n}-x^{*}\right\|$ and $\left\|y_{n}-x^{*}\right\|$ for all $n \geq 0$.
Finally, we show that our results improve earlier ones [11]-[22].

## II. Convergence Analysis

It is convenient to introduce constants

$$
\begin{align*}
& \eta \geq\left\|y_{0}-x_{0}\right\|, \beta \geq\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\|, \quad t_{0}=0, \quad s_{0} \geq \eta, \quad t_{1} \geq s_{0}^{*} \\
& s_{0}^{*}=s_{0}+\frac{\beta A\left(t_{0}, \frac{1}{2}\left(t_{0}+s_{0}\right)\right)\left(s_{0}-t_{0}\right)}{1-\beta A\left(0, \frac{1}{2}\left(t_{0}+s_{0}\right)\right)} \tag{5}
\end{align*}
$$

scalar iterations

$$
\begin{align*}
& s_{n+1}=t_{n+1}+\frac{\beta}{1-\beta A\left(0, t_{n+1}\right)} P\left(t_{n}, s_{n}\right)  \tag{6}\\
& t_{n+2}=s_{n+1}+\frac{\beta}{1-\beta A\left(0, \frac{1}{2}\left(t_{n+1}+s_{n+1}\right)\right)} A\left(t_{n+1}, \frac{1}{2}\left(t_{n+1}+s_{n+1}\right)\right)\left(s_{n+1}-t_{n+1}\right),  \tag{7}\\
& P\left(t_{n}, s_{n}\right)=\frac{\beta}{1-\beta A\left(0, t_{n+1}\right)}\left[\int_{t_{n}}^{s_{n}} A\left(s_{n}, t\right) d t+A\left(t_{n}, \frac{1}{2}\left(s_{n}-t_{n}\right)\right)\left(s_{n}-t_{n}\right),\right.  \tag{8}\\
& \left.+\int_{0}^{s_{n}-t_{n}} A\left(t_{n}, t\right) d t+\frac{\beta}{1-\beta A\left(0, \frac{1}{2}\left(t_{n}+s_{n}\right)\right)} A\left(s_{n}, \frac{1}{2}\left(s_{n}-t_{n}\right)\right) A\left(t_{n}, \frac{1}{2}\left(s_{n}-t_{n}\right)\right)\left(s_{n}-t_{n}\right)\right]
\end{align*}
$$

and the function

$$
\begin{align*}
T(r)= & t_{1}+\frac{\beta}{1-\beta A(0, r)}\left(\frac{\beta}{1-\beta A(0, r)} A(r, r)+1\right) \\
& \cdot\left[\int_{0}^{r} A(r, t) d t+A\left(r, \frac{r}{2}\right) r+\frac{\beta}{1-\beta A(0, r)} A^{2}\left(r, \frac{r}{2}\right) r\right] . \tag{9}
\end{align*}
$$

We can now prove the main results.
Theorem 1. Let $F: D \subset E_{1} \rightarrow E_{2}$ be a nonlinear operator defined on some open convex subset $D$ of a Banach space $E_{1}$ with values in $E_{2}$. Assume.
(a) $F$ is Frechet-differentiable on $U\left(x_{0}, R\right) \subseteq D$ for some $x_{0} \in D, R>0$, and satisfies (1);
(b) the inverse of the linear operator $F^{\prime}\left(x_{0}\right)$ exists and $\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \leq \beta, \beta>0$;
(c) there exists a minimum nonnegative number $R_{1}$, with

$$
\begin{align*}
& T\left(R_{1}\right) \leq R_{1}  \tag{10}\\
& R_{1} \leq R \tag{11}
\end{align*}
$$

(d) the following estimates are true:

$$
\begin{gather*}
\beta A\left(0, R_{1}\right)<1,  \tag{12}\\
\frac{\beta}{R-R_{1}} \int_{R_{1}}^{R} A(0, t) d t<1 \text { if } R \neq R_{1} \text { or } \beta A\left(0, R_{1}\right)<1 \text { if } R=R_{1}, \tag{13}
\end{gather*}
$$

and
(e) $U\left(x_{0}, R\right) \subseteq D$.

Then
(i) The sequence $\left\{t_{n}\right\}(n \geq 0)$ defined by (6)-(7) is monotonically increasing and bounded above by its limit $R_{1}$ for all $n \geq 0$;
(ii) Then midpoint method generated by (2)-(3) is well defined, remains in $U\left(x_{0}, R_{1}\right)$ for all $n \geq 0$ and converges to a unique zero $x^{*}$ of equation $F(x)=0$ in $U\left(x_{0}, R\right)$.
Moreover the following estimates are true:

$$
\begin{equation*}
\left\|x_{n}-x^{*}\right\| \leq R_{1}-t_{n} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|y_{n}-x^{*}\right\| \leq R_{1}-s_{n} \quad \text { for all } n \geq 0 \tag{15}
\end{equation*}
$$

Proof. (i) We will show that sequence $\left\{t_{n}\right\}(n \geq 0)$ is monotonically increasing and bounded above by $R_{1}$ and as such it converges to some $R_{2}$ with $R_{2} \leq R_{1}$ (by (10)). From (5)-(8) and (10) $t_{0} \leq s_{0} \leq t_{1} \leq s_{1} \leq t_{2}$. By assuming $t_{k} \leq s_{k} \leq t_{k+1}, k=0,1,2, \ldots, n$ we obtain $t_{k+1} \leq s_{k+1} \leq t_{k+2}$ from (6)-(8) and (12). Hence, $\left\{t_{n}\right\}(n \geq 0)$ is monotonically increasing. From (5) and (11) $t_{0} \leq t_{1} \leq R$, and from (7) for $n=0, t_{2} \leq T\left(R_{1}\right) \leq R_{1}$. Let us assume that $t_{k} \leq R_{1}$ for $k=0,1,2, \ldots, n+1$. Then from (6)-(8)

$$
\begin{aligned}
t_{n+2}= & t_{n+1}+\left[\frac{\beta}{1-\beta A\left(0, t_{n+1}\right)}+\frac{\beta}{1-\beta A\left[0, \frac{1}{2}\left(t_{n+1}+s_{n+1}\right)\right]} \frac{\beta}{1-\beta A\left(0, t_{n+1}\right)}\right. \\
& \left.\cdot A\left[t_{n+1}, \frac{1}{2}\left(t_{n+1}+s_{n+1}\right)\right]\right] P\left(t_{n}, s_{n}\right) \\
\leq & t_{n+1}+\frac{\beta}{1-\beta A\left(0, R_{1}\right)}\left[\frac{\beta}{1-\beta A\left(0, R_{1}\right)} A\left(R_{1}, R_{1}\right)+1\right] P\left(t_{n}, s_{n}\right) \\
\leq & \cdots \leq t_{1}+\frac{\beta}{1-\beta A\left(0, R_{1}\right)}\left(\frac{\beta}{1-\beta A\left(0, R_{1}\right)} A\left(R_{1}, R_{1}\right)+1\right) \\
& {\left[\sum_{j=0}^{n+1} \int_{s_{j}}^{t_{j}+1} A\left(R_{1}, t\right) d t+\sum_{j=0}^{n} A\left(R_{1}, R_{1}\right)\left(s_{j}-t_{j}\right)\right.}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\sum_{j=0}^{n} \int_{0}^{s_{j}-t_{j}} A\left(R_{1}, t\right) d t+\frac{\beta}{1-\beta A\left(0, R_{1}\right)} A\left(R_{1}, R_{1}\right)^{2} \sum_{j=0}^{n}\left(s_{j}-t_{j}\right)\right] \leq T\left(R_{1}\right) \leq R_{1} \\
& \text { (by(10)). }
\end{aligned}
$$

Hence, $\left\{t_{n}\right\}(n \geq 0)$ is bounded above by $R_{1}$. Moreover we deduce $t_{k} \leq s_{k} \leq t_{k+1} \leq R_{1}$ for all $k \geq 0$.
That completes the proof of part (i).
(ii) We will show that if

$$
\begin{align*}
& \left\|y_{n}-x_{n}\right\| \leq s_{n}-t_{n}, \quad n \geq 0  \tag{16}\\
& \left\|F\left(x_{n}\right)\right\| \leq P\left(t_{n-1}, s_{n-1}\right), \quad n \geq 1  \tag{17}\\
& \left\|F^{\prime}\left(x_{n+1}\right)^{-1}\right\| \leq \frac{\beta}{1-\beta A\left(0, t_{n+1}\right)}, \quad n \geq 0  \tag{18}\\
& \left\|F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)^{-1}\right\| \leq \frac{\beta}{1-\beta A\left(0, \frac{1}{2}\left(t_{n}+s_{n}\right)\right)}, \quad n \geq 0 \tag{19}
\end{align*}
$$

then

$$
\begin{align*}
& \left\|x_{n+1}-y_{n}\right\| \leq t_{n+1}-s_{n}  \tag{20}\\
& \left\|F\left(x_{n+1}\right)\right\| \leq P\left(t_{n}, s_{n}\right) \tag{21}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|y_{n+1}-x_{n+1}\right\| \leq s_{n+1}-t_{n+1} \quad \text { for all } \quad n \geq 0 \tag{22}
\end{equation*}
$$

From (3), (17) and (19) we obtain for $k=0, \ldots, n-1$,

$$
\begin{aligned}
\| x_{k+2} & -y_{k+1} \| \\
& \leq\left\|F^{\prime}\left(\frac{1}{2}\left(x_{k+1}+y_{k+1}\right)\right)^{-1}\right\|\left\|F^{\prime}\left(\frac{1}{2}\left(x_{k+1}+y_{k+1}\right)\right)-F^{\prime}\left(x_{k+1}\right)\right\|\left\|y_{k+1}-x_{k+1}\right\| \\
& \leq \frac{\beta}{1-\beta A\left(0, \frac{1}{2}\left(t_{k+1}+s_{k+1}\right)\right.} A\left(t_{k+1}, \frac{1}{2}\left(t_{k+1}+s_{k+1}\right)\right)\left(s_{k+1}-t_{k+1}\right)=t_{k+2}-s_{k+1}
\end{aligned}
$$

Also, by (5) we get

$$
\begin{aligned}
\left\|x_{1}-x_{0}\right\| & \leq\left\|F^{\prime}\left(\frac{1}{2}\left(x_{0}+y_{0}\right)\right)^{-1}\right\| \cdot\left\|F^{\prime}\left(\frac{1}{2}\left(x_{0}+y_{0}\right)\right)-F^{\prime}\left(x_{0}\right)\right\|\left\|y_{0}-x_{0}\right\| \\
& \leq \frac{\beta A\left(t_{0}, \frac{1}{2}\left(t_{0}+s_{0}\right)\right)}{1-\beta A\left(0, \frac{1}{2}\left(t_{0}+s_{0}\right)\right)}\left(s_{0}-t_{0}\right) \leq t_{1}-s_{0}
\end{aligned}
$$

Hence, (20) is true.
Using (1)-(3), (16)-(20) and the approximation

$$
F\left(x_{n+1}\right)=\int_{0}^{1}\left[F^{\prime}\left(y_{n}+t\left(x_{n+1}-y_{n}\right)\right)-F^{\prime}\left(y_{n}\right)\right]\left(x_{n+1}-y_{n}\right) d t
$$

$$
\begin{aligned}
& +\int_{0}^{1}\left[F^{\prime}\left(x_{n}+t\left(y_{n}-x_{n}\right)\right)-F^{\prime}\left(x_{n}\right)\right]\left(y_{n}-x_{n}\right) d t \\
- & {\left[F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)-F^{\prime}\left(x_{n}\right)\right]\left(y_{n}-x_{n}\right)-\left[F^{\prime}\left(y_{n}\right)-F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)\right] } \\
& F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)^{-1} \\
& \cdot\left[F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)-F^{\prime}\left(x_{n}\right)\right]\left(y_{n}-x_{n}\right)
\end{aligned}
$$

we can obtain by taking norms

$$
\begin{aligned}
& \left\|F\left(x_{n+1}\right)\right\| \\
\leq & \int_{0}^{1}\left\|F^{\prime}\left(y_{n}+t\left(x_{n+1}-y_{n}\right)\right)-F^{\prime}\left(y_{n}\right)\right\|\left\|x_{n+1}-y_{n}\right\| d t \\
& +\int_{0}^{1}\left\|F^{\prime}\left(x_{n}+t\left(y_{n}-x_{n}\right)\right)-F^{\prime}\left(x_{n}\right)\right\| \cdot\left\|y_{n}-x_{n}\right\| d t \\
& +\| F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)-F^{\prime}\left(x_{n}\right)\|\cdot\| y_{n}-x_{n} \|\right. \\
& +\left\|F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)^{-1}\right\| \cdot\left\|F^{\prime}\left(y_{n}\right)-F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)\right\| \\
& \cdot\left\|F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)-F^{\prime}\left(x_{n}\right)\right\| \cdot\left\|y_{n}-x_{n}\right\| \\
\leq & \int_{0}^{1} A\left(s_{n},(1-t) s_{n}+t t_{n+1}\right) d t+\int_{0}^{1} A\left(t_{n}, t\left(s_{n}-t_{n}\right)\right)\left(s_{n}-t_{n}\right) d t \\
& +A\left(t_{n}, \frac{1}{2}\left(t_{n}+s_{n}\right)\right)\left(s_{n}-t_{n}\right) \\
& +\frac{\beta}{1-\beta A\left(0, \frac{1}{2}\left(t_{n}+s_{n}\right)\right)} A\left(s_{n}, \frac{1}{2}\left(t_{n}+s_{n}\right)\right) A\left(t_{n}, \frac{1}{2}\left(t_{n}+s_{n}\right)\right)\left(s_{n}-t_{n}\right)=P\left(t_{n}, s_{n}\right),
\end{aligned}
$$

where we have also used estimates

$$
\begin{align*}
\| x_{n+1} & -x_{0}\|\leq\| x_{n+1}-y_{0}\|+\| y_{0}-x_{0}\|\leq\| x_{n+1}-y_{n}\|+\| y_{n}-y_{0}\|+\| y_{0}-x_{0} \| \\
\leq & \cdots \leq\left(t_{n+1}-s_{n}\right)+\left(s_{n}-s_{0}\right)+s_{0} \leq t_{n+1} \leq R_{1}  \tag{23}\\
\| y_{n+1}- & x_{0}\|\leq\| y_{n+1}-y_{0}\|+\| y_{0}-x_{0}\|\leq\| y_{n+1}-x_{n+1} \| \\
& \quad+\left\|x_{n+1}-y_{n}\right\|+\left\|y_{n}-y_{0}\right\|+\left\|y_{0}-x_{0}\right\| \\
\leq & \cdots \leq\left(s_{n+1}-t_{n+1}\right)+\left(t_{n+1}-s_{n}\right)+\left(s_{n}-s_{0}\right) \leq s_{n+1} \leq R_{1} \tag{24}
\end{align*}
$$

Hence (21) is true. From (2), (18) and (21)

$$
\begin{align*}
\left\|y_{n+1}-x_{n+1}\right\| & \leq\left\|F^{\prime}\left(x_{n+1}\right)^{-1}\right\| \quad\left\|F\left(x_{n+1}\right)\right\| \\
& \leq \frac{\beta}{1-\beta A\left(0, t_{n+1}\right)} P\left(t_{n}, s_{n}\right)=s_{n+1}-t_{n+1} \tag{25}
\end{align*}
$$

from which (22) follows.

Moreover, from (1), (5), (12) and estimate

$$
\begin{equation*}
\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \cdot\left\|F^{\prime}\left(x_{n}\right)-F^{\prime}\left(x_{0}\right)\right\| \leq \beta A\left(0, t_{n}\right) \leq \beta A\left(0, R_{1}\right)<1, \tag{26}
\end{equation*}
$$

it follows from the Banach lemma on invertible operators that $F^{\prime}\left(x_{n}\right)^{-1}$ exists and

$$
\begin{equation*}
\left\|F^{\prime}\left(x_{n}\right)^{-1}\right\| \leq \frac{\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\|}{1-\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \cdot\left\|F^{\prime}\left(x_{n}\right)-F^{\prime}\left(x_{0}\right)\right\|} \leq \frac{\beta}{1-\beta A\left(0, t_{n}\right)} \quad \text { for all } n \geq 0 \tag{27}
\end{equation*}
$$

Furthermore, from the estimate

$$
\left\|x_{n}+y_{n}-2 x_{0}\right\| \leq\left\|x_{n}-x_{0}\right\|+\left\|y_{n}-x_{0}\right\| \leq t_{n}+s_{n}
$$

we obtain for all $n \geq 0$

$$
\begin{equation*}
\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \cdot\left\|F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)-F^{\prime}\left(x_{0}\right)\right\| \leq \beta A\left(0, \frac{1}{2}\left(t_{n}+s_{n}\right)\right) \leq \beta A\left(0, R_{1}\right)<1 \tag{28}
\end{equation*}
$$

it now follows that $F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)^{-1}$ exists and

$$
\begin{equation*}
\left\|F^{\prime}\left(\frac{1}{2}\left(x_{n}+y_{n}\right)\right)^{-1}\right\| \leq \frac{\beta}{1-\beta A\left(0, \frac{1}{2}\left(t_{n}+s_{n}\right)\right)}, \text { for all } n \geq 0 \tag{29}
\end{equation*}
$$

Hence, iterates $\left\{x_{n}\right\}(n \geq 0)$ generated by (2)-(3) are well defined for all $n \geq 0$. Also, by (16) and (20)

$$
\left\|x_{n+1}-x_{n}\right\| \leq\left\|x_{n+1}-y_{n}\right\|+\left\|y_{n}-x_{n}\right\| \leq t_{n+1}-t_{n} \quad \text { for all } \quad n \geq 0
$$

it now follows from the above estimate and (i) that the sequence $\left\{x_{n}\right\}(n \geq 0)$ is Cauchy in a Banach space and as such it converges to some $x^{*} \in U\left(x_{0}, R_{1}\right)$, which by taking the limit as $n \rightarrow \infty$ in (2) becomes a zero of $F$ since $F\left(x^{*}\right)=0$. Moreover, by (23) and (24) $x_{n}, y_{n} \in U\left(x_{0}, R_{1}\right)$. The estimates (14) and (15) follow immediately from (i), (20) and (22).

Finally to show uniqueness, we assume there exists another zero $y^{*}$ of equation (4) in $U\left(x_{0}, R\right)$. Then from (1), (13) and (27), we obtain

$$
\begin{aligned}
& \left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \cdot \int_{0}^{1}\left\|F^{\prime}\left(y^{*}+t\left(x^{*}-y^{*}\right)\right)-F^{\prime}\left(x_{0}\right)\right\| d t \\
& \quad \leq\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \int_{0}^{1} A\left(0,(1-t)\left\|x_{0}-y^{*}\right\|+t\left\|x^{*}-x_{0}\right\|\right) d t<1, \quad \text { by (12) and (13). }
\end{aligned}
$$

It now follows from the above inequality that the linear operator
$\int_{0}^{1} F^{\prime}\left(y^{*}+t\left(x^{*}-y^{*}\right)\right) d t$ is invertible. From this fact, and the approximation

$$
F\left(x^{*}\right)-F\left(y^{*}\right)=\int_{0}^{1} F^{\prime}\left(y^{*}+t\left(x^{*}-y^{*}\right)\right)\left(x^{*}-y^{*}\right) d t
$$

it follows that $x^{*}=y^{*}$.
That completes the proof of the theorem.
Remarks. (a) From the estimates

$$
\left\|x_{n}-y_{0}\right\| \leq\left\|x_{n}-y_{n}\right\|+\left\|y_{n}-y_{0}\right\| \leq\left(t_{n}-s_{n}\right)+\left(s_{n}-s_{0}\right) \leq t_{n}-\eta \leq R_{1}-\eta
$$

and

$$
\begin{aligned}
\left\|y_{n+1}-y_{0}\right\| & \leq\left\|y_{n+1}-x_{n+1}\right\|+\left\|x_{n+1}-y_{n}\right\|+\left\|y_{n}-y_{0}\right\| \\
& \leq\left(s_{n+1}-t_{n+1}\right)+\left(t_{n+1}-s_{n}\right)+\left(s_{n}-s_{0}\right) \\
& \leq s_{n+1}-\eta \leq R_{1}-\eta
\end{aligned}
$$

it follows that $x_{n}, y_{n} \in U\left(y_{0}, R_{1}-\eta\right)$ for all $n \geq 0$. Note also that $R_{1}$ is the unique positive zero of $T(r)-r=0$ in ( $0, R_{1}$ ] (by (10)).
(b) We can use the midpoint method to approximate nonlinear equations with nondifferentiable operators. Indeed, consider the equation

$$
\begin{equation*}
F_{1}(x)=0 \tag{30}
\end{equation*}
$$

where

$$
F_{1}(x)=F(x)+Q(x),
$$

with $F$ as before and $Q$ satisfying an estimate of the form

$$
\|Q(x+h)-Q(x)\| \leq B(r,\|h\|), \quad x \in U\left(x_{0}, R\right), \quad 0 \leq r \leq R, \quad 0 \leq\|h\| \leq R-r
$$

where $B$ is a nonnegative and continuous function of two variable such that if one of the variables is fixed then $B$ is a non-decreasing function of the other on a corresponding subinterval of $[0, R]$. Note that the differentiability of $Q$ is not assumed here. Moreover we assume $B$ is linear in the right hand side variable. Replace $F$ in (2) and (3) by $F_{1}$ and leave the Frechet-derivatives as they are. Define the sequences $\left\{\bar{t}_{n}\right\}$ and $\left\{\bar{s}_{n}\right\}(n \geq 0)$ as the corresponding $\left\{t_{n}\right\}$ and $\left\{s_{n}\right\}$ given (6) and (7) respectively. The change will be and extra term of the form $B\left(t_{n}, s_{n}-t_{n}\right)$ added in the definition of $P\left(t_{n}, s_{n}\right)$. Define $T_{1}$ by $T$ in (9) the insert inside the bracket the term $B(r, r)$. Then following the proof of the above theorem step by step we can show a similar theorem with identical hypotheses and conclusions, but holding for equation (30). (See, also [4], [9], [10], [22]).
(c)In [7] we showed the result (see also [9]).

Theorem 2. Let $F: D \subset E_{1} \rightarrow E_{2}, E_{1}, E_{2}$ be real Banach spaces, and $D$ be an open convex domain in $E_{1}$. Assume that $F$ has 2nd order continous Frechet derivatives on $D$ and that the following conditions are satisfied:

$$
\left\|F^{\prime}(x)-F^{\prime}(y)\right\| \leq I\|x-y\|,\left\|F^{\prime \prime}(x)\right\| \leq N\|x-y\|,
$$

for all $x, y \in D$

$$
\begin{aligned}
& \left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \leq \beta,\left\|y_{0}-x_{0}\right\| \leq \eta \\
& {\left[M^{2}+\frac{7 N}{6 \beta}\right]^{\frac{1}{2}} \leq K} \\
& h=K \beta \eta \leq \frac{1}{2}
\end{aligned}
$$

and

$$
U\left(y_{0}, r_{1}-\eta\right) \subset D
$$

Moreover, we define

$$
\begin{aligned}
& g(t)=\frac{1}{2} K t^{2}-\frac{1}{\beta} t+\frac{\eta}{\beta}, \\
& r_{1}=\frac{1-\sqrt{1-2 h}}{h} \eta
\end{aligned}
$$

and

$$
\theta=\frac{1-\sqrt{1-2 h}}{1+\sqrt{1-2 h}}
$$

where $r_{1}$ is the smallest zero of the equation $g(t)=0$. Then the midpoint method (2)-(3) is convergent. Also $x_{n}, y_{n} \in U\left(y_{0}, r_{1}-\eta\right)$, for all $n \in N_{0}$. The limit $x^{*}$ is the unique zero of the equation $F(x)=0$ in $U\left(x_{0}, r_{2}^{*}\right), r_{1} \leq r_{2}^{*}<r_{2}$ if $L=K($ or $M=K)$ and $r_{2}^{*}=r_{2}$ if $I<K($ or $M<K)$.

Moreover, we have the following error estimates and optimal error constants:

$$
\begin{aligned}
& \left\|x_{n}-x^{*}\right\| \leq r_{1}-t_{n}^{1}, \quad \text { for all } n, \\
& \left\|y_{n}-x^{*}\right\| \leq r_{1}-s_{n}^{1}, \quad \text { for all } n
\end{aligned}
$$

and

$$
r_{1}-t_{n}=\frac{\left(1-\theta^{2}\right) \eta}{1-\theta^{3^{n}}} \theta^{3^{n}-1}
$$

where

$$
s_{n}^{1}=t_{n}^{1}-\frac{g\left(t_{n}^{1}\right)}{g^{\prime}\left(t_{n}^{1}\right)}, \quad t_{0}^{1}=0
$$

and

$$
t_{n+1}^{1}=s_{n}^{1}-\frac{g\left(t_{n}^{1}\right)}{g^{\prime}\left(\frac{1}{2}\left(t_{n}^{1}+s_{n}^{1}\right)\right)} \quad \text { for all } \quad n \geq 0
$$

(d) Several sufficient conditions can be given to show for examples that under the hypotheses of theorems 1 and 2

$$
s_{n}-t_{n} \leq s_{n}^{1}-t_{n}^{1} \quad \text { for all } \quad n \geq 0
$$

On such condition can be
$\frac{\beta}{1-\beta A(0, r)}\left[\int_{0}^{r} A(r, t) d t+A\left(r, \frac{r}{2}\right) r+\frac{\beta}{1-\beta A(0, r)} A^{2}\left(r, \frac{r}{2}\right) r\right] \leq s_{1}^{1}-t_{1}^{1}$, or $\leq-\frac{g(r)}{g^{\prime}(r)}$ for all $r \in[0, R]$.

The details are left to the motivated reader (see, also [4], [9]).
(e) Note that the order of convergence for the midpoint is three, whereas for Newton's method only 2[1], [9], [13], [16].
(f) Similar theorems can be proved if $\|h\|$ in $C_{1}$ is replaced by a Holder continuouity condition of the form $\|h\|^{P}$ for some $p \in[0,1]$. (See, also [9]).
(g) The function $A$ can be chosen as

$$
A(r,\|h\|)=\sup _{\substack{x, y \in U(x, r) \\\|h\| \leq R-r}}\left\|F^{\prime}(x+h)-F^{\prime}(x)\right\|,
$$

or

$$
\begin{equation*}
A(r,\|h\|)=\int_{r}^{r+\|h\|} q(t) d t \tag{31}
\end{equation*}
$$

where $q(r)$ is a nondecreasing function on the interval $[0, R]$ satisfying

$$
\left\|F^{\prime}(x)-F^{\prime}(y)\right\| \leq q(r)\|x-y\|
$$

for all $x, y \in U\left(x_{0}, r\right)$ (see also [4], [9], [16], [22]).
One can refer to [5], [9] for some applications of these choices to the solution of nonlinear integral equations of Uryson-type.
(h) Finally, if the right hand side of condition (1) changes to $A(r, r+\|h\|)$, a new theorem similar to Theorem 1 can then esaily follow. Remarks similar to (a)-(g) for the new condition can we also follow.

## III. Applications

(A) In this section we will first give an example for Theorem 2 (similarly we can work for Theorem 1). We first note that the midpoint is of order three. The most popular methods of order three are the method of tangent parabolas (or Euler-Chebysheff) and the method of tangent hyperbolas (or Chebysheff-Halley) [1], [5], [6], [9], [12], [14], [15], [17], [18], [20], [21]. In all the above references it is assumed that $N>0$, which means that these methods cannot apply to solve quadratic operator equations of the form

$$
P(x)=B(x, x)+L(x)+z
$$

where $B, L$ are bounded quadratic and linear operators respectively with $z$ fixed in $E_{2}$. We then have that $P^{\prime}(x)=2 B(x)+L$ and $P^{\prime \prime}(x)=2 B$. Hence, we get $M=2\|B\|$
and $N=0$. Integral equations that can be formulated in the form $P(x)=0$ have bery important applications in radiative transfer [2], [3], [4], [10].

In this section we use the theorem to suggest new approaches to the solution of quadratic integral equations of the form

$$
\begin{equation*}
x(s)=y(s)+\lambda x(s) \int_{0}^{1} q(s, t) x(t) d t \tag{32}
\end{equation*}
$$

in the space $E_{1}=C[0,1]$ of all functions continuous on the interval $[0,1]$, with norm

$$
\|x\|=\max _{0 \leq s \leq 1}|x(s)| .
$$

Here we assume that $\lambda$ is a real number called the "albedo" for scattering and the kernel $q(s, t)$ is a continuous function of two variable $s, t$ with $0<s, t<1$ and satisfying
(i) $0<q(s, t)<1,0 \leq s, t \leq 1, q(0,0)=1$;
(ii) $q(s, t)+q(t, s)=1,0 \leq s, t \leq 1$.

The function $y(s)$ is a given continuous function defined on $[0,1]$, and finally $x(s)$ is the unknown function sought in $[0,1]$.

Equations of this type are closely related with the work of S. Chandrasekhar [10], (Novel prize of physics, 1983), and arise in the theories of radiative transfer, neutron transport and in the kinetic theory of gasses, [2], [3], [9], [10].

There exists an extensive literature on equations like (32) under various assumptions on the kernel $q(s, t)$ and $\lambda$ is a real or complex number. One can refer to the recent work in [2], [3], [9], [10] and the references there. Here we demonstrate that the theorem via the iterative procedure (2)-(3) provides existence results for (32).

For simplicity (without loss of generality) we will assume that

$$
q(s, t)=\frac{s}{s+t} \quad \text { for all } \quad 0 \leq s, \quad t \leq 1, \quad q(0,0)=1
$$

Note that $q(s, t)$ so defined satisfies (i) and (ii) above.
Let us now choose $\lambda=.25, y(s)=1$ for all $s \in[0,1]$; and define the operator $P$ on $E_{1}$ by

$$
P(x)=\lambda x(s) \int_{0}^{1} \frac{s}{s+t} x(t) d t-x(s)+1
$$

Note that every zero of the equation $P(x)=0$ satisfies equation (32).
Set $x_{0}(s)=1$, use the definition of the first and second Frechet-derivatives of the operator $P$ to obtain using the theorem,

$$
\begin{aligned}
& K=M=2|\lambda| \max _{0 \leq s \leq 1}\left|\int_{0}^{1} \frac{s}{s+t} d t\right|=2|\lambda| \ln 2=.34657359 \\
& \beta=\left\|P^{\prime}(1)^{-1}\right\|=1.53039421
\end{aligned}
$$

$$
\begin{aligned}
\eta & \geq\left\|P^{\prime}(1)^{-1} P(1)\right\| \geq \beta \lambda \ln 2=.265197107 \\
h & =.140659011<.5 \\
r_{1} & =.28704852, \quad r_{2}=3.4837317
\end{aligned}
$$

and

$$
\theta=.08239685
$$

(For detailed computations, see also [2], [3], and [9].)
Therefore according to theorem 2 equation (32) has a solution $x^{*}$ and the two-point method (2)-(3) converges to $x^{*}$. Note that, the results obtained in [12], [14], [15], [17], [18], [20], [21] cannot apply here, since $N=0$.
(B) We will complete this study by providing an example that shows how to choose the constants $B, \eta$ and the functions $A$ and $T$, where $A$ is chosen as in (31).

Let us assume that $E_{1}=E_{2}=C=C[0,1]$ the space of continuous functions on $[0,1]$ equipped with the usual supremum norm. We consider Uryson-type nonlinear integral equations of the form

$$
\begin{equation*}
F(x)(t)=x(t)-\int_{0}^{1} K(t, s, x(s)) d s . \tag{33}
\end{equation*}
$$

We assume for simplicity that $x_{0}=0$, and make use of the following standard result whose proof can be found for example in [5] or [9].

Theorem 3. The Lipschitz condition (31) for the Frechet-derivative $F^{\prime}$ of the operator (33) holds if and only if the second derivative $K_{u u}^{\prime \prime}(t, s, u)$ exist for all $t$ and almost all $s$ and $u$, and

$$
\begin{equation*}
\sup _{t \in[0,1]} \int_{0}^{1} \sup _{|u| \leq r}\left|K_{u u}^{\prime \prime}(t, s, u)\right| d s<\infty \tag{34}
\end{equation*}
$$

Moreover, the left hand side in relation (34) is then the minimal Lipschitz constant $q(r)$ in (31).

Moreover, the constants $\eta$ and $\beta$ are given by

$$
\begin{equation*}
\eta=\sup _{t \in[0,1]}\left|\int_{0}^{1} K(t, s, 0) d s+\int_{0}^{1} r(t, s) \int_{0}^{1} K(s, p, 0) d p d s\right| \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=1+\sup _{t \in[0,1]} \int_{0}^{1}|r(t, s)| d s \tag{36}
\end{equation*}
$$

where $r(s, t)$ is the resolvent kernel of equation

$$
\begin{equation*}
h(t)=\int_{0}^{1} K_{u}^{\prime}(t, s, 0) h(s) d s=-\int_{0}^{1} K(t, s, 0) d s \tag{37}
\end{equation*}
$$

Let us consider a simple example. Suppose that $K(t, s, u)=c_{1}(t) c_{2}(s) c_{3}(u)$ with two continuous functions $c_{1}$ and $c_{2}$, and $c_{3} \in C^{2}$. We set

$$
\begin{equation*}
d_{1}=\int_{0}^{1} c_{2}(s) d s, \quad d_{2}=\int_{0}^{1} c_{1}(s) c_{2}(s) d s \tag{38}
\end{equation*}
$$

Then relation (37) becomes

$$
\begin{equation*}
h(t)=\left[c_{4}^{1} c_{3}^{1}(0)-d_{1} c_{3}(0)\right] c_{1}(t) \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{4}^{\prime}=\int_{0}^{1} c_{2}(s) h(s) d s \tag{40}
\end{equation*}
$$

Substituting relation (39) into (40), one may calculate $c_{4}^{\prime}$ and hence find the resolvent kernel $r(t, s)$ in case $d_{2} c_{3}^{\prime}(0)<1$, to get

$$
\begin{equation*}
r(t, s)=\frac{c_{1}(t) c_{2}(t) c_{3}^{\prime}(0)}{1-d_{2} c_{3}^{\prime}(0)} \tag{41}
\end{equation*}
$$

Using relations (34)-(36), we obtain

$$
\begin{align*}
q(t) & =\left\|c_{1}\right\| d_{1} \sup _{\|u\| \leq r}\left|c_{3}^{\prime \prime}(u)\right|,  \tag{42}\\
\eta & =\frac{d_{1} c_{3}(0)}{1-d_{2} c_{3}^{\prime}(0)}\left\|c_{1}\right\| \tag{43}
\end{align*}
$$

and

$$
\begin{equation*}
\beta=1+\frac{d_{1} c_{3}(0)}{1-d_{2} c_{3}^{\prime}(0)}\left\|c_{1}\right\| \tag{44}
\end{equation*}
$$

Thus, in this case a complete and explicit computation of the function $T$ given by relation (9) is possible. As an example, let us choose

$$
c_{1}(t)=\frac{3}{10} t, \quad c_{2}(s)=\frac{2}{10} s \quad \text { and } \quad c_{3}(u)=\frac{1}{3} u^{3}+\frac{1}{10} u+1
$$

on $[0,1]$. Then using relations (38), (41)-(44), (5) and (9) we get

$$
\begin{aligned}
& d_{1}=\frac{1}{10}, \quad d_{2}=\frac{2}{100}, \quad d_{2} c_{3}^{1}(0)=\frac{2}{1000}<1 \\
& r(t, s)=\frac{30}{499} t s, \quad q(r)=\frac{6}{100} r, \quad t_{1}=s_{0}^{*}=.030061011, \\
& \eta=\frac{15}{499}, \quad \beta=\frac{514}{499}
\end{aligned}
$$

Relations (11) and (12) become respectively

$$
\begin{aligned}
r^{7} & +.030061011 r^{6}+229.2611598 r^{5}+2.918374609 r^{4}-3141.619606 r^{3} \\
& +94.44026784 r^{2}-33888.20112 r+1018.713654 \leq 0
\end{aligned}
$$

and

$$
R \leq 5.688635222=R_{0}
$$

That is, the hypotheses of Theorem 1 will be satisfied if we choose

$$
R_{1}=.030061013 \text { and } R=R_{0}
$$

The conclusions of Theorem 1 can now follow.
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