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FRACTIONAL INT记GRAL OPERATOR AND

STATISTICAL DISTRIBUTION

MRJDULA GARG AND MAHESH KUMAR GUPTA

Abstract. Th_e present paper deals with a generalized fractional integral operator involving
the well-known Fox's H-function. Here, we first obtain the images of certain special functions
under this operator and then apply them to the study of a generalized form of a finite statistical
distribution. Thus, we obain the distribution function, characteristic function and mathemat­
ical expectation of a function for this statistical distribution. We also mention certain, known
particular cases of our findings.

L 扉iroduction and Definitions

The aim of this paper is to study the application of the following fractional integral
operator [9, p.2] to certain statistical distributions.

1:,xU(x)] = I,。尸訂鬪辶 [f (x)]

＝訌 fox(x-tt 一 IH忥; [z(l - ~) 位：；~lt: l f (t)dt (1.1)

where a- > 0 and HM,NP,Q [x] stands for the well-known Fox's H-function [3] defined by [14
p.10, eq.(2.1.1)].
In the sequel we shall also use the multivariable H-function introduced by Srivastava

and Panda [17] which will be represented in the contracted form used in the book [14,
p.251, eq.(C.l)].
For the definitions, various special cases and other details of Fox's H-function and the
multivariable H-function, we refer the above mentioned book.
It may be remarked here that all the Greek letters occurring in these functions are

assumed to be positive real numbers for standardization purpose; the definitions of these
functions will, however, be meaningful even if some of these quantities are zero. Again,
it is a.c;sumed throughout the present work that these functions always satisfy the ap­
propriate conditions of convergence [14, pp.12-13, eqns.(2.2.1), (2.2.11) and pp.252-253,
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eqns.(C.4-C.6, respectively]. Also let S{;[x] denote the class of polynomials introduced
by Srivastava [11, p.l, eq.(1)] as follows:

[V/U]

綿 [x] = 芷 (-V)u訌V,KXK

T/1
(V = 0, 1, 2, ...)

K=O

(1.2)

where U is an arbitrary positive integer and the coefficients Av,K(V,K 2: 0) are arbitrary
constants, real or complex. On suitably specializing the coefficients Av,K, S~[x] yields a
number of known polynomials as its special cases [18, pp.158-161).

2. Images Under Fractional Integral Operator {1.1)

Here, we obain images of some elementary functions and Fox's H-functions under the
fractional integral operator defined by (1.1). The results are given below:

Result 1. It a> 0 k + 1 > 0, a 十 mm (bi/的）> 0 and Ix/al < 1, then
l'.Si:SM

JU
O,x

-c k
囯(x + a)可 = a x Ho,o:M.N+1;1,2

r(c)r位） 0,1:P+l,Q;2,1「1- - -- : (1 - a, 1), (aj, aih,P ; (1 - c, 1), (-k, 1)
正曰-a: 1,1): (bj,的）1,Q ;(0,1) l (2.1)

Proof. Using the definition (1.1) in left hand side of (2.1) and subsituting t = xv
in the integral so obtained, expressing the Fox's H-function in the series form [14, p.12,
eq.(2.2.4)) and interchanging the order of summation and integration, we arrive at the
right-hand side of (2.1) after a little simplification.
Taking c = 0 in the above result, we arrive at the following useful formula after some

simplification.

1:.記 ］＝
xkr(l + k) M,N+i (1 - a, 1) , (aj, a山 ，P
r位） HP+l,Q+l [ z I (bj' 店）1,Q , (-a - k, 1)] (2-3)

r
Result 2. If a > 0, k + Z: min (b\i}~i} + 1 > 0 and a + min (b山3j) > 0

i=l I<戶Mi J
I /3J)

- - 1今~M
(i = 1, ... , r), then

1:,, (x• J几{Hf{'.t'[Z;X 為:: : ; ]: : ; : ,; : l })
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z1x1(-k: 1, ... , 1, 0) :
丶
(r)

z工 (-k-a: l, .. ·.,1):
丶(r+l)

Xk O,l:M1,N1;…,Mr,Nr;M,N+l.= .r位）Hl,l:P1,Q1;…;Pr,Qr;P+l,Q

(2.4)
(a}1l, a;') h,A; · · ·; (a)'l, a尸）1,P,; (I 一 <7, !), (a;, a;h,P J

z

(b門 邲 ）l,Q1; ···; (bt),{3尸）1,Q,.; (bj,店）1,Q

Proof. Expressing each of Fox's H-function occurring in the left hand side of (2.4)
in the series form, changing the order of integration and summations, invoking the result
(2.3), we arrive at the right hand side of (2.4) after a little simplification.

r
> 0, k + pK + I: r~in (b .i

i=l 1今SM;
｝圄 Ji) + 1 > 0If (T > 0, (j + 1型~債）

i = 1, ... , rand K = 0, I, ... , 協] then

Result 3.

i~l {H:{:t.·[ z,x I I立:: :;j::J::::] } x sf [yx'])1:,. ( 护严
Z1X

ZrX

-ax
z

[V/U]芷 (-V)uKAv,KY1(xk+pK O I:M1,N1; ... ;Mr,Nr;I,O;M,N+1
K!f位）

H'1,1:Pi ,Q1 ; ... ;P,. ,Qr;O,l;P+l ,Q
K=O

: (a;1\a尸）1,Pi ; · · ·; (at), a尸）I,P,.

; ... ; (bt)'犀 ）1,Qr

(-k - pK: 1, ... , 1, 0)
丶(r+l)

(-k - (j - pK : 1, ... , 1) : (bjl), /3尸）l,Q1
丶
(r+2)

; (1- er, 1), (a,,a,h,P]
(2.5)

;(0,1) ;(bj,(Jj)i,Q

The proof of the above result can be carried out on the lines similar to those of Result
2.
It may be mentioned here that the result (3) can be manipulated to yield Results

1 and 2. Also it yields the results given recently by Saxena (7, p.208, cq.(5,2,10)] and
Srivastava and Goyal [13, p.649, eqns.(3.6) and (3.7)] on proper specialization
Recently Srivastava and Hussian [15] and Srivastava and et.al. [12, p.570, eq.(3.10)]
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have also obtained the results involving the fractional calculus of H-function of several
variables.

3. Finite Statistical Distribution

Let us define a family of distributions having the probability density function of the
following form. For (J > 0, h :/ k

J(x) =
去 (x - h)P-1(k - xv-1H閌t [ z(t弓：）闆 ：；:Jt:]
x ,!J, {s:,;;;r,, [z,(x - h))立:: :;1::;:,;: l} for h~X~k

0, elsewhere

(3.1)

where

z1(k - 研(1 - p : 1, ... , 1, 0) :----(r)
6_ = (k _ h)p+u-1 HO,l:M1,N1: ... :M,-,Nr:M,N+l

l,l:P1 ,Qi户 .:Pr,Qr:P+1 ,Q Zr(k - h)l(l - p- <7: l, ... , 1):
丶
(r+l)

z

(a?\a;1)h,P1; · · ·; (aY\at))l,Pr; (1- a, 1), (aj,aj)i,P

(3.2)

(b;1)'/3尸 ）1,Q1 ; ... ; (b/), /3尸 ）l,Qr ; (bj l 功）l,Q

and the following conditions are satisfied:

(i) P + I: II?-in (b<.i> /f3~i>) > o
i=l迟戶M;

(ii) a + min (·
1::;j::;M 柘／功）>0

(iii) The parameters involved in (3.1) are so restricted that f (x) remains positive for
h < X < k. (3.3)

It is not out of place to mention here that the statistical distributions involving Fox's
H-function in the p.d.f were studied earlier by Mathai and Saxena [4,5], Srivastava and
Singhal (19], Saxena and Dash [8] (see also Srivastava and Kashyap [16] and Springer
[10]). .
Due to the presence of Fox's H-function, the distribution considered in (3.1) is quite

general in nature and a number of classical statistical distributions can be obtained from
it on suitably specializing the various parameters involved therein.
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Now, we derive some results for this distribution, with the help of the results obtained
in previous sectioin.
It can easily be verified with the help of definition (1.1) and Result 2 that (3.1)

represents a p.d.f. i.e. f00
-00 f(x)dx = l.

4. Mathematical Expectation of a JFunction

For any function g(x), the expectation of g(x) with respect to p.d.f. f(x) is defined
by

E{g(x)} =「 f(x)g(x)dx
一 00

Let us consider the function g(x) of the form

(4.1)

g(x) = !] {H邙 ＇譫 ＇［可 (x - h))ti'.~?)『；l }
Taking the p.d.f. f(x) as given by (3.1), using (1.1) and Result 2 of previous section, we
then arrive at the following after a little simplification.

(4.2)

u <J"+p-1
E{g(x)} = Ho,1:M1N卫.. ;Mr,,Nr;M丑 ，N丑 ，… ；M,1,四M,N+l

_6 l,l:PiQ1; ... ;P,.,,Q滔 1,Q11; ... ;P,1,Q.,1;P+1 ,O

z1u, ... , z尹 丨(1 - p: 1, ... , 1, 0) : (a}1), a尸）1,p1 ; ... ; (a/) , a尸）l,Pri
丶(r+s)

ziu, ... , z包司(1 - p - (J : 1, . . .-, 1) : (b/) , {3尸）1,Q1 j· ·, j (b/),亮 ）l,Qri
丶(r+s+l)

(e;1l, E尸 ）1,P11j ... ; (e)s), E尸）1,P;i (l-CJ,l),(aj,aj)1,P

叩 ，F尸 ）1,Q;; - - - ; (fj'l, FJ'\ ,Q;; (b,訪 ）l,Q ]
(4.3)

provided that, a > 0, h -/- k
r. s

p +L min (b(i) /13(i)
l :Si:SM; J

, ）十瓦 mm (f~e) /F?)) > 0
1<3<M1 ，i=l i=l 一 一 t

and the conditions (ii) and (iii) of (3.3) are satisfied.

5. Ch紅acteristic Function

The characteristic function </>(t) of a random variable x with respect to p.d.f. f(x) is
defined by

00

<P(t) = E{ewt勺＝／ 严 J(x)dx,w =二
-00

(5.1)
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Taking the p.d.f. f(x) as given by (3.1), substituting x for (x - h), interpreting the
result thus obtained in the operator form with the help of (1.1) and using a paritcular
case of Result 3, we easily arrive at the following

Z1U j(l-p: 1, ... ,1,0):
丶
(r+1)

ewthuq+p-l
¢(t) = O,l:M1N1; ... ;Mr1,Nr;l,O;M,N+1

L.
Hl,l:P1Q1; ... ;Pr1,Qr;0,1 ;P+l,Q I 為U (1 - p - CJ : 1, ... , 1) :

丶(r+2)
-wtu
z

(a)1>,a尸）l,A; ... ; (a;1'>,a尸）l,Pr; · · ·; (1- u, 1), (aj,ajh,P

(5.2)

(bJl)'吟l)h,Q1; •. •; (bt) l /3尸）l,Qr; (Q, 1); (bj,功）1,Q

where u = k - h, !::,. is defined by (3.2) and the conditions (3.3) arc satisfied.

6. Distribution Function

The distribution function (or the commulatice probability function) F(t) for the p.d.f.
f(x) is given by

F(t) = /_too f(x)dx = [t J(x)dx (6.1)

Substituting the value of f(x) from (3.1), expressing the Fox's·H-functions in series form
(14, p.12, eq.(2.2.4)], interchanging the order ofintegration and summatioins, substituting
(x - h) = (k - h)z in the resulting integral and evaluating the integral with the help of
[1, p.87, eq.(2.5.3)], we arrive at the following result expressed in terms of H-function of
(r + 2) variables, after a little simplification

F(t) =±: (t -『~~,) t)" Hr:悶 忥％霑;1·1 [ z, (t - h), ... ,

(1 - p: 1, ... , 1, 0, 0), (1 - p - a : 1, ... , 1) :
丶 丶

Zr(t - h) z( k-t -(t-h)—)
(r) (r+2)

, k-h k-h I (-p = 1, ... , 1, o, 1), (1 - p - a = 1, ... , 1, o) :
丶 丶(r) (r+l)

(a門 邲 ）I,A; ; (aj'>, a尸）1,P,; (a;,a;)i,p; (0, 1) 1 (6_2)

(b;1>,(3y>)i,Q1; ; (bt>,(3y>h,or; (bj,(3j)i,Q; (0,1)

丶
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where 6 is defined by (3.2) and the conditions (i) and (iii) of (3.3) are satisfied.
It may be mentioned here that the results obtained in sections (2) to (6) above are

quite general in nature and are thus capable of yielding several new or known result. For
example, the results obtained earlier by Saigo and Raina [6) and the results discussed in
Exton [2, pp.219-240) can be obtained on suitably specializing the results presented in
this paper. We, however, omit the details for lack of space.
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