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A GENERALIZATION OF CERTAIN CLASS OF ANALYTIC 
FUNCTIONS WITH NEGATIVE COEFFICIENTS 

M. K. AOUF AND A. SHAMANDY 

Abstract. We introduce the subclass T*(A,B,n,a) (-1 SA< BS 1, 0 < 
B s 1, n ~ 0, and O ~ o < 1) of analytic func;tions with negative coefficients by 
the operator Dn. Coefficient estimates, distortion theorems, closure theorems and 
radii of close-to-convexety, starlikeness and convexity for the class T*(A, B, n, a) 
are determined. We also prove results involving the modified Hadamard product 
of two functions associated with the class T* (A, B, n, a). Also we obtain Several 
interesting distortion theorems for certain fractional operators .of functions in the 
class T"'(A, B, n, a). Also we obtain class perserving integral operator of the form 

11" F(z) = =2-- tc-l f(t)dt, 
zC 

0 

C > -1 

for the class T*(A, B, n, a). Conversely when F(z) E T*(A, B, n, a), radius of 
univalence of /(z) defined by the above equation is obtained. 

1. Introduction 

let A1 denote the class of functions of the form 

00 

f(z) = z + Lakzk 
k=2 

(1.1) 

which are analytic in the unit disc U = {z : lzl < 1}, and let S denote the subclass of 
A1 consisting of analytic and univalent functions f(z) in the unit disc U. We use n to 
denote the class of analytic functions w(z) in U satisfies the conditions 'w(O) = 0 and 
lw(z)I $ lzl for z EU. 
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For a function f ( z) in S, we define 

D0 J(z) =f(z), 
D1 f(z) =D J(z) = zj'(z), 

(1.2) 

(1.3) 

and 
Dn f(z) =D(Dn-l f(z)) (n EN= {1, 2, ... } ). (1.4) 

The differential operator Dn was introduced by Salagean [7]. With the help of the 
differential operator Dn, we say that a function f ( z) belonging to S is in the class 
S(A,B,n,a) (-1 ~A< B ~ 1,0 < B ~ 1,n E Ne,= NU {O}, and O ~a< 1) if and 
only if 

nn+1 f(z) 1 + [B + (A - B)(l - a)]z U _ __:___;__;_ -< , z E . 
Dn f(z) 1 + Bz (1.5) 

Equivalently, a function f(z) of S belongs to the class S(A, B, n, a) if and only if 
there exists a function w ( z) E n such that 

1 + [B + (A - B)(l - a)]w(z) 
1 + Bw(z) 

It is easy to see that the condition (1.6) is equivalent to 

z EU. (1.6) 

D"+i f(z) - 1 
....-,._. r I '\ 

< 1, z EU. (1.7) 
B D~~:{~~) - [B + (A - B)(l - a)] 

Let T denote the subclass of S consisting of functions of the form 

00 

f(z) = z - I:akzk 
k=2 

(1.8) 

Further, we define the class T*(A,B,n,a) by 

T*(A, B, n, a) = S(A, B, n, a) n T. (1.9) 

We note that, by specializing the parameters A, B, n, and a, we obtain the following 
subclasses studied by various authors: 
(1) T*(-1,l,n,a) = T(n,a) (Hur and Oh [4]); 
(2) T*(-1, 1, 0, a)= T*(a) and T*(-1, 1, 1, a)= C(a) (Silverman [9]); 
(3) T*(-/3,/3,0,a) = S*(a,/3) and T*(-/3,/3,1,a) = C*(a,(3) (0 ~a< 1),(0 < (3 ~ 

1) (Gupta and Jain [3]); 
(4) T*(A,B,0,0) = Tt(A,B) and T*(A,B, 1,0) = C1(A,B) _(Goel and Sohi [2]); 
(5) T*(A,B,O,a) = T{(A,B,a) and T*(A,B,l,a) = C1(A,B,a) (Aouf [1]); 
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(6) T*(-/3, µ{3, 0, a.)= S*(a., /3, µ) and T*(-/3, µ/3, l, a.)= C*(a., /3, µ) (0 ~a.< 1), (0 < 
{3 ~ l) and (0 ~ µ ~ l) (Owa and Aouf [6]); 

(7) T*(-/3,/3,n,a) = S*(a.,/3,n), where S*(a,/3,n) represents the class of functions 
f ( z) E T satisfying the condition 

nn+I f(z) 
---'--'--'- - 1 
nnJ(z) 

n+l f(z) I < /3, z.E u, 
Dn f(z\ + l - 2a. 

where O ~ a < 1, and O < /3 ~ l. 

(1.10) 

2. Coefficient Estimates 

Theorem 1. Let the function f(z) be defined by (1.8). Then f(z) E 
T*(A,B,n,a.) (-1 ~A< B ~ l,O < B ~ l,n E N0, and O ~a< 1) if and only if 

00 L Ckak ~ (B - A)(l - a.), 
k=2 

where 
Ck = kn [(1 + B)(k - 1) + (B - A)(l - a.)]. 

The result is sharp. 

Proof. Let lzl = 1, then 
1nn+l f(z) - nn f(z)I - IBDn+l f(z) - [B + (A - B)(l - a)]Dn f(z)I 

(2.1) 

(2.2) 

00 00 

= 1- ~ kn(k - l)akzk 1-1(B-A)(l-a.)z- ~ kn (B(k- l)+(B-A)(l-a.)] akZk 

00 ~ L kn ((1 + B)(k - 1) + (B - A)(l - a.)] ak - (B - A)(l - a.) ~ 0. 
k=2 

Hence, by the principle of maximum modulus f(z) E T*(A, B, n, a.). 
Conversely, suppose that 

nn+l f(z) _ __:.._;.._;_ - 1 
nn f(z) 

B D~~:f!~) - (B + (A - B)(l - a.)] 
00 

(B - A)(l - a)z - z:::r=2 kn [B(k - l) + (B - A)(l _ a.)] akzk 1 < l, z EU. 

- L kn(k - l)akzk 
k=2 
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Since IRe(z)I $ lzl for all z, we have 

Choose values of z on the real axis so that D~:~{g) is real. Upon clearing the denominator 
in (2.3) and letting z --+ 1- through real values, we obtain 

00 00 L kn(k - l)ak $ (B - A)(l - a) - L kn [B(k - 1) + (B - A)(l - a)] ak 
k=2 k=2 

which implies that 

00 L kn [(1 + B)(k - 1) + (B - A)(l - a)] ak $ (B - A)(l - a). 
k=2 

The result is sharp for the function 

J(z) = z - (B - ~?- a) zk (k 2: 2). 

Using Theorem 1, we have the following: 

(2.4) 

Corollary 1. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a). then we have 

ak $ (B - A)(l - a) 
ck (k 2: 2). (2.5) 

The equality in (2.5) is attained for the function f(z) given by (2.4). 

Corollary 2. T*(A, B, n + 1, a) c T*(A, B, n, a) for -1 $A< B $ 1, 0 < B $ 
1, n E N0, and O $a< 1. 

3. Distortion Theorems 

Theorem 2. Let the function J(z) defined by (1.8) be in the class 
T*(A,B,n,a). Then we have 

for z E U, where O :S i $ n. the result is sharp. 
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Proof. Note that J(z) E T*(A, B, n, a) if and only if Di f(z) E T*(A, B, n - i, a), 
and that 00 

Di J(z) = z - L kiakzk. 
k=2 

Using Theorem 1, we can get the result. Finally, we note that the equality in (3.1) is 
attained for the function f ( z) defined by 

(3.2) 

Dif(z) = z - 2i(B - ~~(1- a) z2. 

This completes the proof of Theorem 2. 

(3.3) 

Corollary 3. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a). Then we have 

lzl - (B - AJ;1 - a) lzl2 ~ lf(z)I ~ lzl + (B - A2(l - a) lzl2 (3.4) 

for z E U. The result is sharp for the function 

f(z) = z - (B - A)(l - a) C2 z2 (3.5) 

Proof. Taking i = 0 in Theorem 2, we can easily show (3.8). 

Corollary 4. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a). Then we have 

1 - 2(B - ~(1 - a) lzl ~ lf'(z)I ~ 1 + 2(B - 6(1 - a) lzl (3.6) 

for z E U. The result is sharp for the function f(z) given by (3.5). 

Proof. Note that DJ(z) = zf'(z). Hence, taking i = 1 in Theorem 2, we have 
Corollary 4. 

4. Closure Theorems 

Let the functions f 11 ( z) ( v = l, 2) be defined by 
00 

f ,Az) = z - L ak,vZk 
k=2 

(ak,11 ~ 0, V = l, 2). (4.1) 

Employing the techniques used earlier by Silverman [9], Gupta and Jain [3], Hur 
and Oh [4] and Owa and Aouf (6], and with the aid of Theorem 1, we can prove the 
following: 
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Theorem 3. The class T*(A, B, n, a) is closed under convex linear combi- 
nation. 

As a consequence of Theorem 3, there exists extreme points of the class T*(A,B ,n,a.). 

Theorem 4. L_et fi(z) = z and 
fk(z) = z - (B - A)(l - a.) zk 

ck (k ~ 2) (4.2) 

for -l S A < B S l, 0 < B S l, and O S a < l, Then f(z) is in the class 
T*(A, B, n, a) if and only if it can be expressed in the form 

00 

f(z) = L >..kfk(z), 
k=l 

(4.3) 

where >..k 2 0 (k 2 1) and 'E~=I >..k = 1. 
Corollary 5. The extreme points of the class T*(A, B, n, a.) are the functions 

fk(z) (k 2 1) given by Theorem 4. 

5. Modified Hadamard Products 

Let the functions fv(z) (v = 1, 2) be defined by (4.1). The modified Hadamard 
product of Ji ( z) and h ( z) is defined by 

00 

Ji* fz(z) = z - L ak,1ak,2zk. 
k=2 

(5.1) 

Employing the technique used earlier by Schild and Silverman (8], we can prove the 
following: 

Theorem 5. Let the functions f v(z) (v = 1, 2) defined by ( 4, 1) be in the class 
T*(A, B, n, a.). Then we have 

Ji* fz(z) E T*(A, B1 n, {3(A, B, n, a.)), (5.2) 

where 

(5.3) 

The result is sharp for the functions 

f (
. ) _ (B - A)(l - a.) 2 

v Z - Z - C2 Z (v = 1, 2). (5.4) 
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Theorem 6. Let the functions f v(z) (v = 1, 2) defined by (4.1) be in the 
class T*(A,B,n,a). Then the function 

00 

h(z) = z - L [at1 + at2] zk 
k=2 

(5.5) 

belongs to the class T*(A, B, n, 1(A, B, n, a)), where 

(5.6) 

The result is sharp for the functions fv(z) (v = 1, 2) defined by (5.4). 

6. Radii of Close-to-Convexity, Starlikeness and Convexity 

By using Theorem 1, we can prove the following: 

Theorem 7. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a), then j(z) is close-to-convex of order p(O $ p < 1) in lzl < R1, where 

.[ (1 - p)Ck l ,.,.:1 
R1 = iif k(B - A)(l - a) (k 2: 2}. (6.1} 

The result is sharp, with the extremal function f(z) given by (2.4). 

Theorem 8. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a), then f (z) is starlike of order p(O $ p < 1) in lzl < R2, where 

R2=inf[ (1-p)Ck ]6 
k (k - p)(B - A)(l - a) 

(k 2: 2). (6.2) 

The result is sharp, with the extremal function j(z) given by (2.4). 

Corollary 6. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a), then f(z) is convex of order p (0 ~ p < 1) in lzl < R3, where 

[ 
(1 - p)Ck l ,.,.:1 

R3 = iif k(k _ p)(B - A)(l - a) (k 2: 2). (6.3) 

The result is sharp, with the extremal function f(z) given by (2.4). 
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7. Integral Operators 

Theorem 9. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a), and let c be a real number such that c > -1. Then the function 
F(z) defined by 

c+ 11z F(z) = - tc-l f(t)dt zc 0 

(7.1) 

also belongs to the class T*(A,B,n,a). 

Proof. From the representation of F( z), it follows that 
00 

F(z) = z - L bkzk, 
k=2 

where 

Therefore, 

since f(z) E T*(A,B,n,a). Hence, by Theorem 1, F(z) E T*(A,B,n,a). 
Finally by using Theorem 1, we can prove the following theorem: 

Theorem 10. Let c be a real number such that c > -1. If F(z) E 
T*(A, B, n, a), then the function f(z)defined by (7.l) is univalent in lzl < R*, 
where 1 

. [ (c+l)Ck lk-1 R* =mf 
k k(c + k)(B - A)(l - a) 

The result is sharp for the function 

J(z) = z _ (c + k)(B - A)(l - a) zk_ 
(c + l)Ck 

(k ~ 2). (7.2) 

(7.3) 

8. Fractional Calculus 

We begin with the statements of the following definitions of fractional calculus ( that 
is, fractional derivatives and fractional integrals) which were defined by Owa [5] and used 
recently by Srivastava and Owa [10]. 

Definition 1. The fractional integral of order>. is defined, for a function f(z), by 

->. 1 [z f(() 
Dz f ( z) = r ( >.) Jo ( z - () 1- >. d( ( >. > o)' (8.1) 
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where f(z) is an analytic function in a simply-connected region of the z-plane containing 
the origin, and the multiplicity of (z - o>--l is removed by requiring log(~ - () to be 

real when z - ( > 0. 
Definition 2. The fractional derivative of order>.. is defined, for a function J(z), 

by 
). _ 1 d r 1(() c < .) 

Dzf(z)- f(l->..) dz Jo (z-()>-d( O _ >.. < 1' (8.2) 

where J(z) is constrained, and the multiplicity of (z - ()->. is removed, as in Definition 

l. 

Definition 3. Under the hypotheses of Definition 2, the fractional derivative of 
order n +>..is defined, for a function f(z), by 

Employing the technique used earlier by Srivastava and Owa [10], we can prove the 
following: 

Theorem 11. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a). Then we have 

1n->.(Di f(z))I > lzlH>. {1 - 2i+l(B - A)(l - a) lzl} (8.4) 
z - f(2 + >..) (2 + >..)C2 

and · lzli+>. { 2i+l(B - A)(l - a) } 
1n;->-(Dif(z))I s f(2 + >..) 1 + (2 + >..)C2 . lzl (8.5) 

for>..> 0, 0 Si Sn, and z E U. The result is sharp for the function 

or 

1+>. { . n;->-(Di f(z)) = z l _ 2i+l(B - A)(l - a) } 
f(2 + >..) (2 + >..)C2 z 

(Dif(z)) = z - 2i(B - A)(l - a.) z z . 

(8.6) 

(8.7) 

Theorem 12. Let the function f(z) defined by (1.8) be in the class 
T*(A, B, n, a.). Then we have 

(8.8) 

and >. . lzl1->. { 2i+1 (B - A)(l - a) z } 
IDJDif(z))I ~ f(2 - >..) 1 + (2 - >..)C2 I I (8.9) 
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for O :S >. < 1, O :Si :Sn - 1, and z E U. The result is sharp for the function f(z) 
given by 

1->. { 2i+1(B - A)(l - a) } ). . z 1 z D"(Dif(z)) = rr') _ \\ - (2 - >.)C2 

or by Dif(z) given by (8.7). 

(8.10) 

9. Fractional Integral Operator 

We need the following definition of fractional integral operator given by Srivastava, 
Saigo and Owa [11]. 

Definition 4. For real numbers f3 > 0, , and 8, the fractional integral operator 
Jf3,-y,o is defined by o,z 

z-/3--y 1z t 
If.·}·0 f(z) = rr A\ (z - t)f3-1 F(/3 + ,, -8; /3; 1 - -)f(t)dt 

0 z 
(9.1) 

where f(z) is an analytic function in a simply-connected region of the z-plane containing 
the origin with the order 

where 
t: > max(0,, -8) -1, 

~ (a)k(b)k k 
F(a, b; c; z) = L- (c)k(l)k z , 

k=O 

where (v)k is the Pochhammer symbol defined by 

r(v+k) {1 (k=O) 
( v h = r ( v) = v ( v + 1) ... ( v + k - 1) ( k E N), 

(9.2) 

(9.3) 

and the multiplicity of (z - t)f3-1 is removed by requiring log(z - t) to be real when 
z - t > 0. 

Remark. For,= -/3, we note that 

In order to prove our results for the fractional integral operator, we have to recall 
here the following lemma due to Srivastava, Saigo and Owa [11]. 

Lemmal. If f3 > 0 and k > , - 8 - 1, then 

Jf3,-y,o zk = r(k + l)r(k - , + 8 + 1) zk--y. 
o,z r(k-,+1)r(k+,6+0+1) 

(9.4) 
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Employing the technique used earlier by Srivastive, Saigo and Owa [11] and with 
the aid of the above lemma, we can prove the following: 

Theorem 13. Let (3 > 0,, < 2, /3 + 8 > -2,, - 8 < 2, ,(/3 + 8) ~ 3/3. If the 
function f(z) defined by (1.8) is in the class T*(A, B, n, a), then 

IJ,B,-y,c5 f(z)I > f(2-,+8)lzl14 {l- 2(B-A)(l-a)(2-,+8) lzl} 
o,z - rt?-"V'lf'(2+B+8) (2-1')(2+/3+8)C2 

(9.5) 

and 
IJ,13,-y,o J(z)I < f(2-,+b)lzl14 {l+ 2(B-A)(l-a)(2-1+8) lzl} (9_6) 
o,z - f(2-1)f(2+(3+8) (2-1)(2+(3+8)C2 

for z EU, where 
(, ~ 1) 
(, > 1). 

The equalities in (9.5) and (9.6) are attained for the function f(z) given by (3.5). 
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