# INEQUALITIES FOR SOME SPECIAL FUNCTIONS-II 
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#### Abstract

Some inequalities for Bessel functions, modified Bessel functions of the first kind and of their ratios involving both lower and upper bounds are given. The inequalities improve the results of earlier authours. Also incorporated in the discussion are some inequalities for the ratios of confluent hypergeometric functions of one variable.


## 1. Introduction.

For $J_{\nu}(x)$, the Bessel function of first kind, Paris [14] proved an inequality when the argument is less than the order. The inequality obtained by him is sharp for $x \rightarrow 1$. Similar results have been established by Laforgia [8] for general cylinder functions

$$
C_{\nu}(x, \alpha)=\cos \alpha J_{\nu}(x)-\sin \alpha Y_{\nu}(x), \quad 0 \leq \alpha<\pi
$$

where $Y_{\nu}(x)$ is the Bessel functions of second kind. Recently Laforgia and Mathis [11] have proved the inequalities

$$
\begin{array}{r}
\frac{J_{\nu}(x)}{J_{\nu}(y)}>\left(\frac{x}{y}\right)^{\nu^{2}+\frac{1}{4}} \exp \left\{\frac{y^{2}-x^{2}}{16}\right\}, \nu>0,0<x<y \leq \nu \\
\frac{J_{\nu}(x)}{J_{\nu}(y)}<\left(\frac{x}{y}\right)^{\frac{3}{16}+\frac{3}{2} \nu^{2}-\nu^{4}} \exp \left\{\frac{\left(y^{2}-x^{2}\right)}{36}\left[7-4 \nu^{2}+\frac{1}{5}\left(y^{2}+x^{2}\right)\right]\right\} \\
\text { for } 0<x<y<\gamma, \nu \geq \frac{1}{2} \tag{1.2}
\end{array}
$$

$\gamma=\min \left\{\sqrt{\left(\nu^{2}-\frac{1}{4}\right)}, t_{1}\right\}, t_{1}$ possibly the first positive zero of

$$
16 t^{2}+40\left(7-4 \nu^{2}\right) t^{2}+45\left(16 \nu^{4}-24 \nu^{2}-11\right)
$$
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and similar results for $I_{\nu}(x)$ (see also Laforgia [10]).
Inequalities for the ratios of modified Bessel functions of the first and second kind are available in the literature. For instance, the inequality for the ratio $K_{\nu}(x) / I_{\nu}(x)$ have been used by Rosenthal [15] and Ross [16] in determining the stability of fluid motion. However, for modified Bessel functions of first kind $I_{\nu}(x)$, Bordelon [3] and Ross [17] independently proved the inequality

$$
\begin{equation*}
\exp \{x-y\}\left(\frac{x}{y}\right)^{\nu}<\frac{I_{\nu}(x)}{I_{\nu}(y)}<\exp \{y-x\}\left(\frac{x}{y}\right)^{\nu}, \nu>0,0<x<y \tag{1.3}
\end{equation*}
$$

This inequality has been improved upon by Paris [14] in the form

$$
\begin{equation*}
\exp \{x-y\}\left(\frac{x}{y}\right)^{\nu}<\frac{I_{\nu}(x)}{I_{\nu}(y)}<\left(\frac{x}{y}\right)^{\nu}, \nu>-\frac{1}{2}, 0<x<y \tag{1.4}
\end{equation*}
$$

In this paper we are concerned with some further inequalities for $J_{\nu}(x)$ and $I_{\nu}(x)$. In Section 2, we have obtained the lower and upper bounds for $J_{\nu}(x), \nu>-1, x>0$, which are sharper than those given in $[2,4,11,17,18$ and 19]. This inequality then leads to the inequalities for the ratios of $J_{\nu}(x) / J_{\nu}(y)$ and $J_{\nu+1}(x) / J_{\nu}(x)$. In Section 3, inequalities for $I_{\nu}(x), I_{\nu}(x) / I_{\nu}(y)$ and $I_{\nu+1}(x) / I_{\nu}(x)$, have been obtained and sharpness of these results with the existing ones have been pointed out numerically. The paper is concluded by appending the bounds for the ratios ${ }_{1} F_{1}(a ; b ;-x) /{ }_{1} F_{1}(c ; d ;-y),{ }_{1} F_{1}(a ; b ; x) /{ }_{1} F_{1}(c ; d ; y)$ and ${ }_{1} F_{1}(a ; b ; x) /{ }_{1} F_{1}(a ; c ; x)$ and it is verified numerically that these bounds provide improvement over Bordelon's results ([3], p. 668 (6)) in $0<x<1,0<y<1$.

## 2. Inequalities for Bessel functions

The function

$$
{ }_{0} F_{1}(-; \alpha ;-z)=\sum_{m=0}^{\infty} \frac{(-z)^{m}}{m!(\alpha)_{m}}, \quad \alpha>0
$$

satisfies the inequality

$$
\begin{equation*}
1-\frac{z}{\alpha}<{ }_{0} F_{1}(-; \alpha ;-z)<1-\frac{z}{\alpha}+\frac{z^{2}}{2(\alpha)_{2}}, \tag{2.1}
\end{equation*}
$$

which is valid for $0<z<3(\alpha+2)$ by a usual argument for a series of alternating signs with terms of magnitude tending to zero, by grouping the terms in pairs whose sum is positive.

Now (2.1) can be put in the form

$$
\begin{gather*}
1-\frac{x^{2}}{4(\nu+1)}<\frac{\Gamma(\nu+1)}{(x / 2)^{\nu}} J_{\nu}(x)<1-\frac{x^{2}}{4(\nu+1)}+\frac{x^{4}}{32(\nu+1)(\nu+2)} \\
\nu>-1,0<x<2(3(\nu+3))^{1 / 2} \tag{2.2}
\end{gather*}
$$

which is the same as that of Joshi and Bissu [7] but the method of proof is different.
The inequality (2.2) is sharper than the inequality

$$
\begin{equation*}
\frac{\Gamma(\nu+1)}{(x / 2)^{\nu}} J_{\nu}(x)<\exp \left\{x^{2} / 4(\nu+1)\right\}, \quad \nu \geq 0, x>0 \tag{2.3}
\end{equation*}
$$

given in Watson [19]. Further, this inequality for $\nu=\alpha-\frac{1}{2}$ improves the inequality

$$
\begin{gather*}
J_{\alpha-1 / 2}(x)<(x / 2)^{\alpha-1 / 2} \Gamma(\alpha+1 / 2)^{-1}\left\{1+\frac{x^{2}}{\alpha(2 \alpha+1)}\right\}^{-\alpha / 2} \\
0.065 \leq \alpha<1, x>0 \tag{2.4}
\end{gather*}
$$

of Common [4] and that of Askey [2]

$$
\begin{equation*}
J_{\alpha}(x)<\left(\frac{x}{2}\right)^{\alpha} \Gamma(\alpha+1)^{-1}, \quad \alpha \geq-1 / 2, x>0 \tag{2.5}
\end{equation*}
$$

when $0<x \leq 2(2(\nu+2))^{1 / 2}$.
Next, (2.2) can also be expressed as

$$
\begin{align*}
& \frac{1}{\left[1-\frac{y^{2}}{4(\nu+1)}+\frac{y^{4}}{32(\nu+1)(\nu+2)}\right]}<\frac{(y / 2)^{\nu}}{\Gamma(\nu+1) J_{\nu}(y)}<\frac{1}{\left[1-\frac{y^{2}}{4(\nu+1)}\right]} \\
& \nu>-1,0<y \leq 2 \sqrt{(\nu+1)} \tag{2.6}
\end{align*}
$$

Therefore, combining (2.2) and (2.6) we have

$$
\begin{align*}
&\left(\frac{x}{y}\right)^{\nu}\left[\frac{\left(1-\frac{x^{2}}{4(\nu+1)}\right)}{1-\frac{y^{2}}{4(\nu+1)}+\frac{y^{4}}{32(\nu+1)(\nu+2)}}\right]<\frac{J_{\nu}(x)}{J_{\nu}(y)} \\
&<\left(\frac{x}{y}\right)^{\nu}\left[\frac{1-\frac{x^{2}}{4(\nu+1)}+\frac{x^{4}}{32(\nu+1)(\nu+2)}}{1-\frac{y^{2}}{4(\nu+1)}}\right], \\
& \nu>-1, x>0,0<y \leq 2 \sqrt{(\nu+1)}, \tag{2.7}
\end{align*}
$$

and similarly

$$
\begin{align*}
& \frac{x}{2(\nu+1)}\left[\frac{\left(1-\frac{x^{2}}{4(\nu+2)}\right)}{1-\frac{x^{4}}{4(\nu+1)}+\frac{x^{4}}{32(\nu+1)(\nu+2)}}\right]<\frac{J_{\nu+1}(x)}{J_{\nu}(x)} \\
&<\frac{x}{2(\nu+1)}\left[\frac{1-\frac{x^{2}}{4(\nu+2)}+\frac{x^{4}}{32(\nu+2)(\nu+3)}}{1-\frac{x^{2}}{4(\nu+1)}}\right] \\
& \nu>-1,0<x \leq 2 \sqrt{(\nu+1)} . \tag{2.8}
\end{align*}
$$

This inequality along with the recurrence relation

$$
\frac{\nu}{2}-\frac{J_{\nu}^{\prime}(z)}{J_{\nu}(z)}=\frac{J_{\nu+1}(z)}{J_{\nu}(z)}
$$

and integration over $(x, y)$ then leads to the inequality

$$
\begin{gather*}
\frac{J_{\nu}(x)}{J_{\nu}(y)}<\left(\frac{x}{y}\right)^{\nu} \exp \left\{\frac{(\nu+5)\left(y^{2}-x^{2}\right)}{8(\nu+2)(\nu+3)}+\frac{x^{4}-y^{4}}{16(\nu+2)(\nu+3)}\right\}\left[\frac{4(\nu+1)-x^{2}}{4(\nu+1)-y^{2}}\right]^{\frac{2(\nu+3)+(\nu+1)^{2}}{2(\nu+2)(\nu+3)}} \\
\nu>-1,0<x<y<2(\nu+1)^{1 / 2} \tag{2.9}
\end{gather*}
$$

Here it is observed that (2.7) and (2.9) give improved bounds and hold in the extended domain than that of Laforgia and Mathis [11] and of Joshi and Bissu [6].

## 3. Inequalities for Modified Bessel Functions

Proceeding in a similar manner as that of (2.2), we have

$$
\begin{aligned}
\left(1+\frac{x^{2}}{4(\nu+1)}\right)<{ }_{0} F_{1}\left(-; \nu+1 ; x^{2} / 4\right) & <1+\frac{x^{2} / 4}{\nu+1}\left(1+\frac{x^{2} / 4}{2}+\frac{x^{4} / 4^{2}}{2^{2}}+\cdots\right) \\
& <1+\frac{x^{2} / 4}{\nu+1}\left(1+\frac{1}{2}+\frac{1}{2^{2}}+\cdots\right) \\
& =1+\frac{x^{2}}{2(\nu+1)}, \quad 0<x<2
\end{aligned}
$$

Hence, we have

$$
\begin{gather*}
\left(1+\frac{x^{2}}{4(\nu+1)}\right)<\frac{\Gamma(\nu+1)}{(x / 2)^{\nu}} \dot{I}_{\nu}(x)<\left(1+\frac{x^{2}}{2(\nu+1)}\right) \\
\nu>-1,0<x<2 \tag{3.1}
\end{gather*}
$$

which holds in the extended domain $1 \leq x<2$ than that of Joshi and Bissu [7] and improves the lower and upper bounds of Luke's [12] inequality

$$
\begin{equation*}
I<\frac{\Gamma(\nu+1)}{(x / 2)^{\nu}} I_{\nu}(x)<\left(e^{-x}+e^{x}\right) / 2, \nu>-1 / 2, x>0 \tag{3.2}
\end{equation*}
$$

and is quite sharp when $x \rightarrow 0$.
Proceeding as before, (3.1) admits the forms

$$
\begin{array}{r}
\frac{(x / y)^{\nu}\left(1+\frac{x^{2}}{4(\nu+1)}\right)}{\left(1+\frac{y^{2}}{2(\nu+1)}\right)}<\frac{I_{\nu}(x)}{I_{\nu}(y)}<\frac{(x / y)^{\nu}\left(1+\frac{x^{2}}{2(\nu+1)}\right)}{\left(1+\frac{y^{2}}{4(\nu+1)}\right)} \\
 \tag{3.3}\\
\nu>-1,0<x<2,0<y<2
\end{array}
$$

and

$$
\begin{align*}
& \frac{x\left(1+\frac{x^{2}}{4(\nu+2)}\right)}{2(\nu+1)\left(1+\frac{x^{2}}{2(\nu+1)}\right)}<\frac{I_{\nu+1}(x)}{I_{\nu}(x)}<\frac{x\left(1+\frac{x^{2}}{2(\nu+2)}\right)}{2(\nu+1)\left(1+\frac{x^{2}}{4(\nu+1)}\right)}, \\
& \nu>-1,0<x<2 \tag{3.4}
\end{align*}
$$

The inequality (3.4), the reccurence relation [19, p.79]

$$
\begin{equation*}
\frac{I_{\nu}^{\prime}(z)}{I_{\nu}(z)}-\frac{\nu}{z}=\frac{I_{\nu+1}(z)}{I_{\nu}(z)} \tag{3.5}
\end{equation*}
$$

and integration over $(x, y)$ give the inequality

$$
\begin{align*}
&\left(\frac{x}{y}\right)^{\nu} \exp \left\{\frac{x^{2}-y^{2}}{2(\nu+2)}\right\}\left[\frac{4(\nu+1)+y^{2}}{4(\nu+1)+x^{2}}\right]^{\frac{\nu}{(\nu+2)}} \\
&< \frac{I_{\nu}(x)}{I_{\nu}(y)} \\
&<\left(\frac{x}{y}\right)^{\nu} \exp \left\{\frac{x^{2}-y^{2}}{8(\nu+2)}\right\}\left[\frac{2(\nu+1)+x^{2}}{2(\nu+1)+y^{2}}\right]^{\frac{\nu+3}{4(\nu+2)}} \\
& \quad \nu>-1,0<x<y<2 \tag{3.6}
\end{align*}
$$

Numerically, for the set of values $x=.4, y=.8, \nu=1,(3.6)$ gives

$$
0.4704361<\frac{I_{\nu}(x)}{I_{\nu}(y)}=0.4713405<0.4759643
$$

whereas Paris's ([14], p.204(4)) inequality gives

$$
0.33516<\frac{I_{\nu}(x)}{I_{\nu}(y)}=0.471305<0.5
$$

and that of Laforgia ([9], p. 264 and [10] p.386)

$$
0.33516<\frac{I_{\nu}(x)}{I_{\nu}(y)}=0.471305<1.34064
$$

The results obtained above can be extended when $x \geq 2$. For this let us consider the modified Bessel function of the first kind

$$
I_{\nu}(x)=\sum_{m=0}^{\infty} \frac{(x / 2)^{\nu+2 m}}{m!\Gamma(\nu+m+1)}
$$

which is real valued for $\nu$ real on the domain $x>0$ and it is positive for $\nu \geq-1$ on the same domain. Now we observe that

$$
\begin{equation*}
I_{\nu+1}(x)=\sum_{m=0}^{\infty} \frac{(x / 2)^{\nu+2 m+1}}{m!\Gamma(\nu+m+2)}<\frac{x}{2(\nu+1)} I_{\nu}(x) \tag{3.7}
\end{equation*}
$$

this result is an improvement over Nasell [13] for $x<\nu+2$. Now in the series representation of $I_{\nu}(x)$, replacing $\nu$ by $(\nu+1)$, multiplying by $2(\nu+1)$, and subtracting the resulting expression from $x I_{\nu}(x)$, we have

$$
\begin{aligned}
x I_{\nu}(x)-2(\nu+1) I_{\nu+1}(x) & =\sum_{m=0}^{\infty} \frac{(x / 2)^{\nu+2 m+3}}{m!\Gamma(\nu+m+3)} \\
& <\frac{x^{3}}{4(\nu+1)(\nu+2)} I_{\nu}(x)
\end{aligned}
$$

Hence

$$
\begin{equation*}
\frac{x}{2(\nu+1)}-\frac{x^{3}}{8(\nu+1)^{2}(\nu+2)}<\frac{I_{\nu+1}(x)}{I_{\nu}(x)}, \quad \nu>-1, x>0 \tag{3.8}
\end{equation*}
$$

(3.6), (3.7), the recurrence relation (3.5) and integration over $(x, y)$ then give the inequality

$$
\begin{gather*}
\exp \left\{\frac{x^{2}-y^{2}}{4(\nu+1)}\right\}\left(\frac{x}{y}\right)^{\nu}<\frac{I_{\nu}(x)}{I_{\nu}(y)}<\left(\frac{x}{y}\right)^{\nu} \exp \left\{\frac{x^{2}-y^{2}}{4(\nu+1)}+\frac{y^{4}-x^{4}}{32(\nu+1)^{2}(\nu+2)}\right\} \\
\nu>-1, y>x>0 \tag{3.9}
\end{gather*}
$$

## 4. Inequalities for ${ }_{1} F_{1}(a ; b ; x) /{ }_{1} F_{1}(c ; d ; y)$

Let us consider the integral representation

$$
\begin{equation*}
{ }_{1} F_{1}(a ; c ; z)=\frac{\Gamma(c)}{\Gamma(a) \Gamma(c-a)} \int_{0}^{1} e^{-z t} t^{a-1}(1-t)^{c-a-1} d t, \quad c>a>0 \tag{4.1}
\end{equation*}
$$

which with the help of the inequality

$$
1-z<e^{-z}<1-z+\frac{z^{2}}{2}, \quad z>0
$$

and Beta integral representation gives

$$
\begin{equation*}
1-\frac{x a}{c}<{ }_{1} F_{1}(a ; c ;-x)<1-\frac{x a}{c}+\frac{x^{2}(a)_{2}}{2(c)_{2}}, \quad c>a>0 . \tag{4.2}
\end{equation*}
$$

Now replacing a by $c-a$ and using the transformation formula

$$
{ }_{1} F_{1}(a ; c ; x)=e^{x}{ }_{1} F_{1}(c-a ; c ;-x)
$$

we have the inequality

$$
\begin{equation*}
e^{x}\left[1-\frac{x(c-a)}{c}\right]<{ }_{1} F_{1}(a ; c ; x)<e^{x}\left[1-\frac{x(c-a)}{c}+\frac{x^{2}(c-a)_{2}}{2(c)_{2}}\right], c>a>0 . \tag{4.3}
\end{equation*}
$$

Alternatively, (4.3) can be written as

$$
\begin{align*}
& \frac{1}{e^{y}\left[1-\frac{y(c-a)}{c}+\frac{y^{2}(c-a)_{2}}{2(c)_{2}}\right]}<\frac{1}{{ }_{1} F_{1}(a ; c ; y)}<\frac{1}{e^{y}\left[1-\frac{y(c-a)}{c}\right]}, \\
& 0<y<2, c>a>0 \tag{4.4}
\end{align*}
$$

Now, combining (4.3) and (4.4), we have

$$
\begin{align*}
e^{x-y}\left[\frac{1-\frac{x(c-a)}{c}}{1-\frac{y(c-a)}{c}+\frac{y^{2}(c-a)_{2}}{2(c)_{2}}}\right] & <\frac{{ }_{1} F_{1}(a ; c ; x)}{{ }_{1} F_{1}(a ; c ; y)} \\
& <e^{x-y}\left[\frac{1-\frac{x(c-a)}{c}+\frac{x^{2}(c-a)_{2}}{2(c)_{2}}}{1-\frac{y(c-a)}{c}}\right] \tag{4.5}
\end{align*}
$$

under the set of conditions $0<x<2,0<y<2, c>a>0$.
A comparison shows that (4.5) gives stronger bounds than that of Bordelon [3]. As an example let us consider the set of values $x=.1, y=.8, a=.5, c=.8$, for which (4.5) gives

$$
.6075805<\frac{{ }_{1} F_{1}(a ; c ; x)}{{ }_{1} F_{1}(a ; c ; y)}=.6211304<.6837654
$$

whereas Bordelon's [3] result gives

$$
.496583<\frac{{ }_{1} F_{1}(a ; c ; x)}{{ }_{1} F_{1}(a ; c ; y)}=.6211304<1.0 .
$$

Similarly, we have

$$
\begin{align*}
{\left[\frac{1-\frac{x(c-a)}{c}}{1-\frac{x(d-a)}{d}+\frac{x^{2}(d-a)_{2}}{2(d)_{2}}}\right] } & <\frac{{ }_{1} F_{1}(a ; c ; x)}{{ }_{1} F_{1}(a ; d ; x)} \\
& <\left[\frac{1-\frac{x(c-a)}{c}+\frac{x^{2}(c-a)_{2}}{2(c)_{2}}}{1-\frac{x(d-a)}{d}}\right] \tag{4.6}
\end{align*}
$$

under the set of conditions $0<x<2, c>a>0, d>a>0$.
A comparison with Bordelon's [3] result shows that (4.6) not only gives the two sided inequality but it improves the lower bound of Bordelon [3] as well. As an example let us consider the set of values $x=.5, a=.5, c=.7, d=.8$, we have from (4.6)

$$
1.012743<\frac{{ }_{1} F_{1}(a ; c ; x)}{{ }_{1} F_{1}(a ; d ; x)}=1.044038<1.0859729
$$

whereas Bordelon's [3] result gives

$$
.726542<\frac{{ }_{1} F_{1}(a ; c ; x)}{{ }_{1} F_{1}(a ; d ; x)}=1.044038
$$
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