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#### Abstract

One of the well-known generaliztions of the Kantorovich inequality was given by Ky Fan who established his results for one positive definite matrix but for several vectors. Here we give corresponding results for several matrices and vectors. As well, a number of related inequalities are established.


## 1. Introduction

Ky Fan [3] proved the following result: Let $A$ be a positive definite Hermitian matrix of order $n$ with all its eigenvalues contained in the closed interval $[a, b]$, where $0<a<b$. Let $x_{1}, \ldots, x_{k}$ be any finite number of vectors in the unitary $n$-space such that $\sum_{j=1}^{k}\left\|x_{j}\right\|^{2}=1$. Then, for every integer $p \neq 0,1$ (not necessarily positive), we have

$$
\begin{equation*}
\frac{\sum_{j=1}^{k}\left(A^{p} x_{j}, x_{j}\right)}{\left[\sum_{j=1}^{k}\left(A x_{j}, x_{j}\right)\right]^{p}} \leq \frac{(p-1)^{p-1}}{p^{p}} \frac{\left(b^{p}-a^{p}\right)^{p}}{(b-a)\left(a b^{p}-b a^{p}\right)^{p-1}} \tag{1}
\end{equation*}
$$

In particular, the following generalization of the Kantorovich-Hermite inequality holds

$$
\begin{equation*}
\left[\sum_{j=1}^{k}\left(A x_{j}, x_{j}\right)\right]\left[\sum_{j=1}^{k}\left(A^{-1} x_{j}, x_{j}\right)\right] \leq \frac{(a+b)^{2}}{4 a b} \tag{2}
\end{equation*}
$$

In this paper, we give similar results with several matrices, for these as well as various related inequalities.

## 2. Preliminaries

Let $A \in C^{n \times n}$ be a normal matrix, i.e., $A^{*} A=A A^{*}$. Here $A^{*}$ means $\bar{A}^{t}$, the transpose conjugate of $A$. There exists [4] a unitary matrix $U$ such that

$$
\begin{equation*}
A=U^{*}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right] U \tag{3}
\end{equation*}
$$
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where $\left[\lambda_{1}, \ldots, \lambda_{n}\right]$ is the diagonal matrix $\left(\lambda_{j} \delta_{i j}\right)$, and where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$, each appearing as often as its multiplicity. $A$ is Hermitian if and only if $\lambda_{i}$, $i \in I_{n}=\{1,2, \ldots, n\}$ are real. If $A$ is Hermitian and all $\lambda_{i}$ are strictly positive, then $A$ is said to be positive definite. Assume now that $f\left(\lambda_{i}\right) \in C, i \in I_{n}$ is well defined. Then $f(A)$ may be defined by (see e.g. [4, p.71] or [1, p.90])

$$
\begin{equation*}
f(A)=U^{*}\left[f\left(\lambda_{1}\right), f\left(\lambda_{2}\right), \ldots, f\left(\lambda_{n}\right)\right] U \tag{4}
\end{equation*}
$$

A.s before, if $f\left(\lambda_{i}\right), i \in I_{n}$ are all real, then $f(A)$ is Hermitian. If, also, $f\left(\lambda_{i}\right)>0, i \in I_{n}$, then $f(A)$ is positive definite.

We note that for the inner product

$$
\begin{equation*}
(f(A) x, x)=\sum_{i=1}^{n}\left|y_{i}\right|^{2} f\left(\lambda_{i}\right) \tag{5}
\end{equation*}
$$

where $y \in C^{n}, y=U x, x=\left(x_{1}, \ldots, x_{n}\right) \in C^{n}$, and so $\sum_{i=1}^{n}\left|y_{i}\right|^{2}=\sum_{i=1}^{n}\left|x_{i}\right|^{2}$.
If $A$ is positive definite, so that $\lambda_{i}>0, i \in I_{n}$ and $f(t)=t^{r}$ where $t>0$ and $r \in R$, we have $f(A)=A^{r}$.

Let $S$ be the set of all $j, i ; j \in\{1, \ldots, k\}, i \in\{1, \ldots, n\}$ such that $y_{j i} \neq 0$ where $y_{j}=U_{j} x_{j}$.

## 3. Inequalities for Convex Functions

Theorem 1. Let $f$ be a convex function on $I=[m, M] \subset R$ and $A_{j}, j=$ $1, \ldots, k$, be Hermitian matrices with eigenvalues $\lambda_{j i}(i=1,2, \ldots, n)$ in $I ; x_{j} \in C^{n}$, $j=1, \ldots, k$ with $\sum_{j=1}^{k}\left(x_{j}, x_{j}\right)=1$. Then

$$
\begin{equation*}
\sum_{j=1}^{k}\left(f\left(A_{j}\right) x_{j}, x_{j}\right) \leq \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M) \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{x}=\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right) \tag{7}
\end{equation*}
$$

If $f$ is strictly convex, equality holds in (6) if and only if, for all $(j, i) \in S, \lambda_{j i}=m$ or $\lambda_{j i}=M$.

Proof. First we note that $\sum_{j=1}^{k} \sum_{i=1}^{n}\left|y_{j i}\right|^{2}=\sum_{j=1}^{k}\left(x_{j}, x_{j}\right)=1$. We now have, by

$$
\begin{equation*}
\bar{x}=\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right)=\sum_{j=1}^{k} \sum_{i=1}^{n}\left|y_{j i}\right|^{2} \lambda_{j i} \tag{4}
\end{equation*}
$$

$$
\sum_{j=1}^{k}\left(f\left(A_{j}\right) x_{j}, x_{j}\right)=\sum_{j=1}^{k} \sum_{i=1}^{n}\left|y_{j i}\right|^{2} f\left(\lambda_{j i}\right)
$$

Further, by the defining inequality for convex functions, we have

$$
\begin{equation*}
f\left(\lambda_{j i}\right) \leq \frac{M-\lambda_{j i}}{M-m} f(m)+\frac{\lambda_{j i}-m}{M-m} f(M) \tag{9}
\end{equation*}
$$

Multiplying (9) by $\left|y_{j i}\right|^{2}$ and summing, we get

$$
\begin{align*}
& \sum_{j=1}^{k} \sum_{i=1}^{n}\left|y_{j i}\right|^{2} f\left(\lambda_{j i}\right) \\
\leq & \frac{1}{M-m}\left\{\left(M-\sum_{j=1}^{k} \sum_{i=1}^{n}\left|y_{j i}\right|^{2} \lambda_{j i}\right) f(m)+\left(\sum_{j=1}^{k} \sum_{i=1}^{n}\left|y_{j i}\right|^{2} \lambda_{j i}-m\right) f(M)\right\} \tag{10}
\end{align*}
$$

which is, with respect to (8), the same as (6).
Theorem 2. Let $f, A_{j}, \lambda_{j i}, x_{j}$ be as in Theorem 1; $F: J^{2} \rightarrow R$ be increasing in its first variable, and $J$ an interval containing the range of $f$; then

$$
\begin{align*}
& F\left\{\sum_{j=1}^{k}\left(f\left(A_{j}\right) x_{j}, x_{j}\right), f\left(\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right)\right)\right\} \\
\leq & \max _{m \leq t \leq M}\left\{F\left(\frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M), f(t)\right)\right\} \\
= & \max _{\theta \in[0,1]} F(\theta f(m)+(1-\theta) f(M), f(\theta m+(1-\theta) M)) \tag{11}
\end{align*}
$$

Proof. By the increasing character of $F$ and by (6) we have

$$
\begin{align*}
& F\left\{\sum_{j=1}^{k}\left(f\left(A_{j}\right) x_{j}, x_{j}\right), f\left(\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right)\right)\right\} \\
\leq & F\left\{\frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M), f(\bar{x})\right\}  \tag{12}\\
\leq & \max _{m \leq t \leq M}\left\{F\left(\frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M), f(t)\right)\right\}
\end{align*}
$$

since $\bar{x} \in[m, M]$.
Theorem 2 is a generalization of a result given in [5]. Moreover the following result is also a consequence of Theorem 2 (one must take $F(t, s)=t-s$ in Theorem 2).

Theorem 3. If $f: I \rightarrow R, f(t)>0, f^{\prime \prime}(t)>0$ for $t \in I(=[m, M]) ; A_{j}, j=$ $1, \ldots, k$ are Hermitian matrices with eigenvalues in $I: x_{j} \in C^{n}$ with $\sum_{j=1}^{k}\left(x_{j}, x_{j}\right)=$ $1, j=1, \ldots, k$. Then

$$
\begin{equation*}
\sum_{j=1}^{k}\left(f\left(A_{j}\right) x_{j}, x_{j}\right) \leq \theta+f\left(\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right)\right) \tag{13}
\end{equation*}
$$

where $\theta=\mu \phi(\mu)+\gamma-(f \circ \phi)(\mu)$, and $\phi=\left(f^{\prime}\right)^{-1}, \mu=\frac{f(M)-f(m)}{M-m}, \gamma=\frac{M f(m)-m f(M)}{M-m}$.

## 4. Inequalities for Power Means

Let $A_{j}, j=1, \ldots, k$ be positive definite Hermitian matrices with eigenvalues $\lambda_{j 1} \geq$ $\lambda_{j 2} \geq \ldots \geq \lambda_{j n}, r$ a real number, $x_{j} \in C^{n}, j=1, \ldots, k$ with $\sum_{j=1}^{k}\left(x_{j}, x_{j}\right)=1$. Then we can introduce the following power means:

$$
M_{k}^{[r]}(A ; x)= \begin{cases}{\left[\sum_{j=1}^{k}\left(A_{j}^{r} x_{j}, x_{j}\right)\right]^{1 / r},} & r \neq 0  \tag{14}\\ \exp \left[\sum_{j=1}^{k}\left(\left(\log A_{j}\right) x_{j}, x_{j}\right)\right], & r=0\end{cases}
$$

For $r<s$, we have ([5]):

$$
\begin{equation*}
M_{k}^{[r]}(A ; x) \leq M_{k}^{[s]}(A ; x) \tag{15}
\end{equation*}
$$

with equality if and only if $\lambda_{j i},(j, i) \in S$, are all equal.
A consequence of Theorem 1 is the following:
Theorem 4. If $0<r<s$ or $r<s<0$, then

$$
\begin{align*}
& \left(M^{r}-m^{r}\right) M_{k}^{[s]}(A ; x)^{s}-\left(M^{s}-m^{s}\right) M_{k}^{[r]}(A ; x)^{r}  \tag{16}\\
\leq & M^{r} m^{s}-M^{s} m^{r}
\end{align*}
$$

and the reverse inequality holds for $r<0<s$. If $r=0<s$, then

$$
\begin{align*}
& \log \frac{M}{m}\left(M_{k}^{[s]}(A ; x)\right)^{s}-\left(M^{s}-m^{s}\right) \log \left(M_{k}^{[0]}(A ; x)\right)  \tag{17}\\
\leq & m^{s} \log M-M^{s} \log m
\end{align*}
$$

Proof. Replacing $A_{j}$ by $A_{j}^{r}$ and taking $f(t)=t^{s / r}$ or $-t^{s / r}$ in Theorem 1 according as $0<r<s$ or $r<s<0$, we get (16). Other cases are proved similarly.

A ratio of such means was considered in [5]. Here we shall give similar results for a difference:

$$
\begin{equation*}
D_{k}^{r, s}(A ; x)=M_{k}^{[s]}(A ; x)-M_{k}^{[r]}(A ; x) \tag{18}
\end{equation*}
$$

The following can be proved as a consequence of Theorem 4 or as a consequence of Theorem 7 from [2, pp. 206-207].

Theorem 5. Let $A_{j}$ be positive definite Hermitian matrices with eigenvalues in $[m, M]$. Set $\gamma=M / m$ and let $r$ and $s$ be real munbers, $r<s$. Then

$$
\begin{equation*}
D_{k}^{r, s}(A ; x) \leq \Delta \tag{19}
\end{equation*}
$$

where $\Delta$ is defined by

$$
\begin{align*}
\Delta & =\left[\theta M^{s}+(1-\theta) m^{s}\right]^{1 / s}-\left[\theta M^{r}+(1-\theta) m^{r}\right]^{1 / r}, \quad \text { if } \quad r s \neq 0  \tag{20}\\
& =\left[\theta M^{s}+(1-\theta) m^{s}\right]^{1 / s}-M^{\theta} m^{(1-\theta)}, \quad \text { if } \quad r=0 \\
& =M^{\theta} m^{(1-\theta)}-\left[\theta M^{r}+(1-\theta) m^{r}\right]^{1 / r}, \quad \text { if } \quad s=0,
\end{align*}
$$

and $\theta$ is defined as follow. Let

$$
\begin{gather*}
h(x) \equiv x^{1 / s}-(a x+b)^{1 / r} \quad \text { with }  \tag{21}\\
b=\frac{M^{s} m^{r}-M^{r} m^{s}}{M^{s}-m^{s}}, \quad \text { if } \quad r s \neq 0 \\
M^{s}-m^{s} \\
\equiv x^{1 / s}-m \gamma^{\left(x-m^{s}\right) /\left(M^{s}-m^{s}\right)} \quad \text { if } \quad r=0 \\
\equiv-x^{1 / r}+m \gamma^{\left(x-m^{r}\right) /\left(M^{r}-m^{r}\right)} \quad \text { if } \quad s=0 .
\end{gather*}
$$

Let $J$ denote the open interval joining $m^{s}$ to $M^{s}$ if $s \neq 0$, and let $J=\left(M^{r}, m^{r}\right)$ if $s=0$. There is an $x^{*} \in J$ such that $h(x)<h\left(x^{*}\right)$ for every $x\left(\in J, \neq x^{*}\right)$. (Observe that if $r s \neq 0$, then $a x+b>0$ at the end points of $J$ and, therefore, throughout J.) We set

$$
\theta=\left(x^{*}-m^{s}\right) /\left(M^{s}-m^{s}\right) \quad \text { if } \quad s \neq 0
$$

and

$$
\theta=\left(x^{*}-m^{r}\right) /\left(M^{r}-m^{r}\right) \quad \text { if } \quad s=0 .
$$

Proof. Let $0<r<s$. Note that (16) can be written in the following form

$$
M_{k}^{[r]}(A ; x)^{r} \geq a M_{k}^{[s]}(A ; x)^{s}+b
$$

So we have

$$
\begin{aligned}
M_{k}^{[s]}(A ; x)-M_{k}^{[r]}(A ; x) & \leq M_{k}^{[s]}(A ; x)-\left(a M_{k}^{[s]}(A ; x)^{s}+b\right)^{1 / r} \\
=h\left(M_{k}^{[s]}(A ; x)^{s}\right) & \leq h\left(x^{*}\right)
\end{aligned}
$$

The other cases can be proved similarly.

Remark. Of particular interest are the following special cases of (19):

$$
\begin{equation*}
\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right)-\left[\sum_{j=1}^{k}\left(A_{j}^{-1} x_{j}, x_{j}\right)\right]^{-1} \leq(\sqrt{M}-\sqrt{m})^{2} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\sum_{j=1}^{k}\left(A_{j}^{2} x_{j}, x_{j}\right)\right]^{1 / 2}-\sum_{j=1}^{k}\left(A_{j} x_{j}, x_{j}\right) \leq \frac{(M-m)^{2}}{4(M+m)} \tag{23}
\end{equation*}
$$
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