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ON (N,Pn,Qn) SUMMABILITY OF FOURIER SERIES AND ITS 
CONJUGATE SERIES 

NARENDRA KUMAR SHARMA AND RAJIV SINHA 

Abstract. The aim of the present paper is to generalize the result of the theorems 
given by Pandey [4]. 

1. Let E:=o an be a given infinite series with the sequence of partial sums {Sn}. 
Let p denote the sequence {Pn}, P-I = 0, given two sequences p and q the convolution 
(p * q) is defined by 

n 

(p * q)n = LPn-kQk 
k=O 

for any sequence {Sn} we write 
1 n 

t~,q = 1 ) L Pn-kQkSk 
p * q n k=O • 

If (p * q)n # 0 for all n. If t~,q --+ Sas n--+ oo, we write 

(1.1) 

00 

Lan= S(N,Pn,qn) or S--+ S(N,Pn,qn) 
n=O 

The necessary and sufficient condition for S(N, Pn, qn) method to be regular are 
E:=o IPn-kQkj = O(l(P * q)nl) and Pn-k = O(IP * q)nl) as n --+ oo, for fixed k 2:: 0 for 
each Qk -:j:. 0. 

2. Let f(t) be a 21r-periodic function and Lebesgue integrable over an interval 
( -,r, 1r). Let its Fourier series be 

1 00 00 

2ao + }:::)an cos nt + bn sin nt) = L An(t) 
n=l n=l 

(2.1) 
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And then conjugate series of {2.1) is 

00 00 

I)bn cos nt - an sin nt) = L Bn(t) 
n=l n=l 

(2.2) 

we shall use the following notation: 

</>(t) = </>(x, t) = f(x + t) + f(x - t) - 2/(x) 

and 
\Jl(t) = \Jl(x, t) = J(x + t) - f(x - t) 

p ( 1) = p[ t]' q ( 1) = q[ t]' R ( 1) = R[ t]' 

where r = [ t) denotes the integral part of t 
Rn= (P*Q)n 

~(t) = 1t l</>(u)ldu, \Jl(t) = 1t 11/J(u)ldu 

( ) _ 1 ~ sin(n - k + ! )t 
Nn t --2 R ~PvQn-v . 1 

7r n v=O Sill 2 
- · 1 ~ sin(n-k+!)t 
Nn(t) =2 D L.JPvQn-v . 1 

7r .i "n v=O Slil 2 

3. Pandey [4) proved the following two theorems. 

Theorem 1. If ~(t) = J; l</>(u)ldu = O[tX(t)] (3.1) 
as t-+- +O, where X(t) is a positive, non-decreasing function oft, such that 

X( .!_) = 0(1) as n-+- oo (3.2) n 

and h6 dt {3.3) X(t)Qr- = O(Qn), as n-+- oo 
l. t 
n 

Then the Fourier series of f(t) at t =xis summable (N,qn) to f(x), where {qn} is 
a real, non-negative and non-increasing sequence such that Qn -+- oo as n -+- oo. 

Theorem 2. If the sequence {qn} and {X(t)} be same as in Theorem 1. 
Then if 

IP(t) - J.' JV,(t)Jdu = O[tX(t)] (3.4) 
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as t - +o. Then the conjugate series {2.2) is summable (N, qn) to 

1 111' t 
21r O 

'IJ,(t) cot 2dt 

at every point where its integral exists. 

4. The object of this paper is to obtain, more general theorems for (N,Pn, qn) 
Norlund summability of the Fourier series and its conjugate series. 

We shall prove the following theorems. 

Theorem A. If cJ,(t) = J; l<t>(u)ldu = O[tX(t)} (4.1) 
as t - +o, where X(t) is a positive non-decreasing function oft, such that 

X( .!_) = 0(1) as n-+ co (4.2) n 

and i6 
X(t)RT dt = O(Rn) as n-+ oo (4.3) 

1. t 
n 

Then the Fourier series at t = x is summable (N,Pn,qn). Where {Pn} and {qn} 
are real, non-negative and non-increasing sequence such that Rn-+ oo, as n - co. 

Theorem B. If the sequences {Pn}, {qn} and {X(t)} be same as in Theorem 
[A}. then if 

\Jl(t) = 1t l'IJ,(u)ldu = O(tX(t)) 
as t-+ +o. Then the conjugate series {2.2} is summable (N,Pn, qn) to 

(4.4) 

1 111' t 
211" 

0 
'IJ,( t) cot 2dt 

at every point where its integral exists. 

5. We shall use the following lemmas in the proof of our theorems. 

Lemma l.[3). If {Pn} and {qn} are non-negative non-increasing sequences, 
then for O :::; a :::; b :::; oo, 0 < t < 1r. 

We have 
b 

I LPkqn-ki(n-k)tl:::; R(!) 
k=a t 

for any a. 

Lemma 2.[5,6) For the sequences {Pn} and {qn} satisfying the conditions of 
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theorem, O < t < 1r 

N (t) = _1_ ~ sin(n - k + l)t [R(l)l n 21rRn L-PkQn-k . t 2 = 0 _t_ 
k=O sm 2 tRn 

and 
N (t)=-1-~ cos(n-k+l)t [R(l)l 
n 21rRn L-PkQn-k . t 2 = 0 _t_ 

k=O sm 2 tRn 

and for O::; t ::; ~ Nn(t) = N n(t) = O(n) 
Proof of the Theorem 1. 
Let 

n 1 
Sn(x) = L Av(x) + 2ao 

v=l 

Then we write- 

using (1.1) we get 

_ 1 ~ 1 sin( n - v + 1 )t -R L-PvQn-v-2 </>(t) . 2 dt 
n v=O . 7r Slll ! 

= f1r </>(t) {-1- ~ sin(n - v + ! )t } Jo 21rR L-PvQn-v · t dt 
n v=O Sln 2 

= 11r </>(t)Nn(t)dt, say. 

In order to prove the theorem, we have to show that 

11r </>(t)Nn(t)dt = 0(1), as n--+ oo 

we write for O < 8 < 1r 

{ ,f,(t)Nn(t)dt = [t + J; + [] ,t,(t)N,(t)dt 
=Ii+ 12 + /3, say 
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Now 1 

11 = 1~ </>(t)Nn(t)dt 

=O [n { J,t,(t}Jdt] = 0(1) 
12 = 16 

</>(t)Nn(t)dt 
n 

=0[R;1 { tX(t) Rr }i] + O[R;1 /
6 

tX(t) R,; dt] t .. }1. t 
n 

h6 1 
+ O[R;1 tX(t)-ldRrl] 

.l. t 
n 

Now by the hypothesis (4.1) and (4.3) of the theorem 

=0(1) + 0(1) + O(R;1 1: X(t) dR[r]] 
n 

=0(1) + 0(1) + O[R;1 1.6 X(t) dR[rJ] 
n 
n 

=0(1) + 0(1) + O[R;1 L Rv) 
v=O 

=0(1) + 0(1) + 0(1) 
=0(1) as n-+- oo. 

Lastly, by virtue of Riemann Lebesgue theorem and regularity of the method of summa- . 
tion, we have 

l3 = 11T </>(t)Nn(t) dt = 0(1) as n-+-oo 

This completes the proof of Theorem 1. 

Proof of Theorem 2. Let Sn(x) denote the nth partial sum of the series 
E Bn(x). Then we have 

- ( ) ~ _!_ 11T ( )cos f - cos(n + !)td Sn X - 'Ip t . t t 21r O sm 2 
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For I: Bn(x), making use of the formula (1.1) 

1 111' t tp,q - - 'IJ,(t) cot - dt 
n 21r O 2 

n 1 7r 

=R;;1 LPvQn-vSn-v(x) - 2 { 'IJ,(t) cot ~dt 
v=O Jo 

=R· _1 ~ _!..11r \JI( )cos! - cos(n - v + !)t dt n L.,, PvQn-v 2 t , t 
v=O 7r O Sln 2 

1 111' 1 - - 'IJ,(t) cot -dt 
27r O 2 

= -11r nl•(t){-1- ~ cos(n - V + !)t}d 
'I-' 2 D L.,, Pvqn-v . t t 

0 7r .L"n v=O Slll 2 

= -11r 'IJ,(t)N n(t) dt. (say, == H). 

In order to prove the theorem, we have to show that, under our assumptions 

as n-+oo 

for O < 8 < 1r, we have 

[ ,j,(t)N n(t)dt = [( + J; + r] ,j,(t)N n(t) dt 
=H1 + H2 + H3, say, 

since the conjugate function exists, Therefore 
1 

1 1...- t -2 'IJ,(t) cot -dt = 0(1) 
7r O 2 

and 
I n t 1 

L cos - - cos( n - v + - )t -- pq 2 2 21rRn v n-v . t 
. v=O sm 2 
l n n 

=-2 R LPvQn-v L2sin kt 
7r r. 

v=O k=O 
n n-v 

==O[R;;1 L PvQn-v L I sin ktl] 
v=O k=O 
n 

=0[R;;1 LPvqn-v(n - v)] 
v=O 

=O(n), for O:::; t < 1r 
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1 

H1 = 1" 1/l(t)N n(t) dt 
1! 1/l(t) ~ cos(n - v + ! )td = -- L-PvQn-v . t t 
0 2,r Rn v=O sm 2 

_ -1-!- 1/J(t) ~ cos ! - cos(n - v + ! )t d 
- 2 D L- PvQn-v . t t 

o 7r -'"n v=O Sin 2 

1 n 1! t + 27rRn LPvQn-v 1/J(t) cot 2 dt 
v=O O 

1 

=O(n 1" 11/J(t)ldt) + 0(1) 
1 =O[n\JI(-)] + 0(1) n 

=0(1) + 0(1) = 0(1) as n--+ oo 

Now for 1. < t < {J n - - 6 
H2 =O[l 11/J(t)I IN n(t)ldt] 

n 

also H3 = 0(1) 
By virtue of the Riemann Lebesgue theorem and the regularity of the method of 

summation, on calculating H 1, H 2, H 3 we get 
H = 0(1) 

which completes the proof of the Theorem 2. 
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