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#### Abstract

We extend the natural description of the spectrum for the flow of the linear equation $\frac{d}{d t} D x_{t}=L x_{t}$ from the context of continuous functions to the context of regulated right-continuous functions.


## 1. Introduction

This paper intends to present a result contained in [3], namely, the extension of the spectrall results of [6] for the flow of the Linear Autonomous NFDEs to the context of regulated right-continuous functions.

If $[a, b]$ is an interval of the real line and $X$ is a Banach space, we write $G([a, b], X)$ for the space of the functions $\psi:[a, b] \rightarrow X$ for which there exist the limits $\psi\left(t^{+}\right)$for every $t \in\left[a, b\left[\right.\right.$ and $\psi\left(t^{-}\right)$for every $\left.\left.t \in\right] a, b\right]$. Such functions are called regulated functions.

In [3] we extend some results obtained by J. Hale ([4]) and D. Henry ([6]) for the socalled Neutral Functional Differential Equations (NFDEs), which have the form $\frac{d}{d t}(x(t)-$ $\left.f\left(t, x_{t}\right)\right)=g\left(t, x_{t}\right)$, from the context of continuous functions to the context of regulated functions. The motivation for this extension is the fact that the fundamental matrix, which appears in the variation-of-constants formula of the linear non-homogeneous NFDE ([4], [6]), is regulated and not continuous in $t$. So, the space of regulated functions appears as a natural context to include the fundamental matrix or the resolvent, in the case we consider a generic Banach space $X$. In this general context, Hönig ([8],[9]) studied the Volterra-Stieltjes linear Integral Equations. We applied these results, since the initial value problem of a linear NFDE leads to such an integral equation ([2]).

Another extension of the phase-space $\mathcal{C}$ of continuos functions, for which the variation -of-constants formula has a functional analytic sense, was done by Diekmann in [1] for retarded equations (NFDEs with $f \equiv 0$ ), where the author developed the theory called

[^0]"sun-star calculus". This theory consists of considering the adjoint of the flow of the linear equation in the dual space and taking the restriction to the maximal subspace where strong-continuity holds and again taking the adjoint. In this way $\mathcal{C}$ is embedded into the product space $M_{\infty}=\mathbb{R}^{n} \times L_{\infty}$, a nice space to include the fundamental matrix, and one can use the variation-of-constants formula in the weak-* sense.

Another possible approach is to choose $M_{p}=\mathbb{R}^{n} \times L_{p}$ as the phase-space. This was done in [10] for a certain class of NFDEs.

## 2. The main result

Let $\mathbb{E}^{n}$ denote the Euclidean space of real or complex $n$-vectors and let $r$ be a fixed positive number. $\mathcal{G}^{+}=G^{+}\left([-r, 0], \mathbb{E}^{n}\right)$ is the space of the regulated right-continuous functions $\varphi:[-r, 0] \rightarrow \mathbb{E}^{n}$, which is complete with the norm $\|\varphi\|=\sup _{-r \leq \theta \leq 0}\|\varphi(\theta)\|$. We call $\mathcal{C}=C\left([-r, 0], \mathbb{E}^{n}\right)$ the closed subspace of $\mathcal{G}^{+}$of continuous functions. If $x$ is a. regulated right-continuous map of $[a-r, b]$ into $\mathbb{E}^{n}$, then $x_{t} \in \mathcal{G}^{+}$is given, for each $a \leq t \leq b$, by $x_{t}(\theta)=x(t+\theta),-r \leq \theta \leq 0$.

Let $D, L$ be fixed continuous linear functionals from $\mathcal{G}^{+}$into $\mathbb{E}^{n}$, with integral representations given by $D \varphi=\varphi(0)-\int_{-r}^{0} d \mu(\theta) \varphi(\theta)$ and $L \varphi=\int_{-\tau}^{0} d \eta(\theta) \varphi(\theta)$ for $\varphi \in \mathcal{G}^{+}$; where $\mu, \eta$ are matrix-valued functions (from $[-r, 0]$ into $\mathcal{L}\left(\mathbb{E}^{-r}\right)$ ) of bounded variation which vanish at $\theta=0$ and are left-continuous. For these represrentations, we utilize the Interior Integral which extends the Riemann-Stieltjes Integral (see [8]). We assume here that $\mu$ has no singular part, i.e., $\int_{-r}^{0} d \mu(\theta) \varphi(\theta)=\sum_{k=1}^{\infty} A_{k} \varphi\left(-r_{k}\right)+\int_{-T}^{0} A(\theta) \varphi(\theta) d \theta$, $\forall \varphi \in \mathcal{G}^{+}$, where $0 \leq r_{k} \leq r$ and $A_{k} \in \mathcal{L}\left(\mathbb{E}^{n}\right)$ for $k \in \mathbb{N}$ and $A \in L_{1}\left([-r, 0], \mathcal{L}\left(\mathbb{E}^{n}\right)\right)$.

In this situation, the initial value problem is well posed for the NFDE:

$$
\begin{equation*}
\frac{d}{d t} D x_{t}=L x_{t}, \quad t \geq 0 \tag{N}
\end{equation*}
$$

that is, for $\varphi \in \mathcal{G}^{+}$we have the unique regulated right-continuous solution $x=x(0, \varphi)$ of $(N)$ for $t \geq 0$ with $x_{0}=\varphi$. We have, then, well defined the flow of $(N),\{T(t)\}_{t \geq 0}$, semigroup of bounded linear operators on $\mathcal{G}^{+}$given by $T(t) \varphi=x_{t}(0, \varphi)$ for $\varphi \in \mathcal{G}^{+}$and $t \geq 0$.

Let $D^{0}$ be the jump part of $D$, that is, $D^{0} \varphi=\varphi(0)-\sum_{k=1}^{\infty} A_{k} \varphi\left(-r_{k}\right)$ for $\varphi \in \mathcal{G}^{+}$. We denote by $\mathcal{G}_{D^{0}}^{+}$the kernel of $D^{0}$. The initial value problem is also well posed for the difference equation $(D)_{0}: D^{0} x_{t}=0, t \geq 0$. This defines the flow of $(D)_{0},\left\{T^{0}(t)\right\}_{t \geq 0}$, semigroup of bounded linear operators on $\mathcal{G}_{D^{0}}^{+}$.

We known that $\mathcal{C}$ is invariant under $T(t)(t \geq 0)$ and $\mathcal{C}_{D^{0}} \stackrel{\text { def. }}{=} \mathcal{G}_{D^{0}}^{+} \cap \mathcal{C}$ is invariant under $T^{0}(t)(t \geq 0)$, that is, the solution of $(N)$ or $(D)_{0}$ is continuous whenever the initial data is a continuous function.

Daniel Henry ([6], [7]) gives a complete description of the spectrum of the operators $T^{0}(t)_{\mid C_{D^{0}}}$ and $T(t)_{\mid C}$ for $t \geq 0$, using the infinitesimal generator $\mathbb{A}^{0}$ of $\left\{T^{0}(t)_{\mid C_{D^{0}}}\right\}_{t \geq 0}$
and A. of $\left\{T(t)_{\mid c}\right\}_{t \geq 0}$. The restriction of each flow, as above, is a strongly continuous semigroup of linear operators which admits a closed infinitesimal generator with dense domain in $\mathcal{C}_{D^{0}}$ and $\mathcal{C}$, respectively. Namely $\mathcal{D}\left(\mathbb{A}^{0}\right)=\left\{\varphi \in \mathcal{C}_{D^{0}} \mid \varphi^{\prime} \in \mathcal{C}_{D^{0}}\right\}$ with $\mathbb{A}^{0} \varphi=\varphi^{\prime}$ for $\varphi \in \mathcal{D}\left(\mathbb{A}^{0}\right)$, and $\mathcal{D}(\mathbb{A})=\left\{\varphi \in \mathcal{C} \mid \varphi^{\prime} \in \mathcal{C}\right.$ and $\left.D \varphi^{\prime}=L \varphi\right\}$ with $\mathbb{A} \varphi=\varphi^{\prime}$ for $\varphi \in \mathcal{D}(\mathbb{A})$. For the spectrum of these generators, we have:

$$
\begin{aligned}
& \sigma\left(\mathbb{A}^{0}\right)=\operatorname{Po}\left(\mathbb{A}^{0}\right)=\{\lambda \in \mathbb{C} \mid \operatorname{det} H(\lambda)=0\} \\
& \sigma(\mathbb{A})=\operatorname{P\sigma }(\mathbb{A})=\{\lambda \in \mathbb{C} \mid \operatorname{det} \Delta(\lambda)=0\}
\end{aligned}
$$

where $\operatorname{det} H(\lambda)=0$ and $\operatorname{det} \Delta(\lambda)=0$ are the respective characteristic equations of $(D)_{0}$ and $(N)$, i.e.:

$$
H(\lambda)=I-\sum_{k=1}^{\infty} A_{k} e^{-\lambda r_{k}}=D^{0}\left(e^{\lambda \cdot I)}\right.
$$

 that:

$$
\sigma\left(T^{0}(t) \mid c_{D^{0}}\right) \backslash\{0\}=\overline{e^{t \sigma\left(A^{0}\right)}} \backslash\{0\} \text { a.e. in } t \geq 0
$$

and $T(t)_{\mid \mathcal{C}}-T^{0}(t) \circ \Psi_{\mid \mathcal{C}}: \mathcal{C} \rightarrow \mathcal{C}$ is a compact operator for each $t \geq 0$, (where the map $\Psi$ above is a continuous projection from $\mathcal{G}^{+}$onto $\mathcal{G}_{D^{0}}^{+}$such that $\Psi(\mathcal{C}) \subset \mathcal{C}_{D^{0}}$, defined in the next section), and with these facts he concludes that:

$$
\sigma\left(T(t)_{\mid \mathcal{C}}\right) \backslash\{0\}=\overline{e^{t \sigma(\mathrm{~A})}} \backslash\{0\} \quad \text { a.e. in } t \geq 0
$$

The flows of $(D)_{0}$ and $(N)$ are neither strongly continuous nor something like "strongly regulated", for if we have a jump $T(t) \varphi(\theta)-T(t) \varphi\left(\theta^{-}\right)=2 l$, with $\|l\|>0$, for some $t \geq 0$ and $\theta \in]-r, 0]$, then $\left\|T\left(t+\epsilon_{1}\right) \varphi-T\left(t+\epsilon_{2}\right) \varphi\right\|>\|l\|$ for any $\epsilon_{1} \neq \epsilon_{2}$ in $] 0, \delta[$, for some small $\delta>0$. Then, we cannot extend the infinitesimal generators to dense domains in $\mathcal{G}_{D^{0}}^{+}$and $\mathcal{G}^{+}$respectively. Nevertheless, we still can show that the results obtained by Henry are extensible for $\mathcal{G}_{D^{0}}^{+}$and $\mathcal{G}^{+}$respectively. This is done in the next sections.

## 3. The difference equation

Let $\mathcal{E}^{+} \subset \mathcal{G}^{+}$be the space of step-functions, that is:
$\mathcal{E}^{+}=\left\{\varphi \in \mathcal{G}^{+} \mid \varphi=\sum_{i=1}^{k} c_{i} \chi_{\left[\theta_{i}, 0\right]}\right.$ for some $k \in \mathbb{N}^{*}, c_{i} \in \mathbb{E}^{n}$ and $\left.-r \leq \theta_{i} \leq 0, i=1,2, \cdots, k,\right\}$
where, for $J \subset[-r, 0], \chi_{J}(\theta)=1$ if $\theta \in J$ and $\chi_{J}(\theta)=0$ if $\theta \notin J$.
$\mathcal{E}^{+}$is a dense subspace of $\mathcal{G}^{+}$(see [8]).
Let $G^{-} B V_{0}=G^{-} B V_{0}\left([-r, 0],\left(\mathbb{E}^{n}\right)^{\prime}\right)$ be the space of applications $\alpha:[-r, 0] \rightarrow$ $\left(\mathbb{E}^{n}\right)^{\prime}=\mathcal{L}\left(\mathbb{E}^{n}, \mathbb{E}\right)$ with bounded variation which vanish at $\theta=0$ and are left-continuous.

We have the following immediate lemmas:
Lemma 1. For each $\varphi \in \mathcal{E}^{+}$, there is a sequence $\left\{\varphi_{m}\right\}_{m \in \mathbb{N}}, \varphi_{m} \in \mathcal{C}$, such that $\varphi_{m}(0)=\varphi(0),\left\|\varphi_{m}\right\|=\|\varphi\| \forall m \in \mathbb{N}$ and

$$
\int_{--r}^{0} d \alpha(\theta) \varphi_{m}(\theta) \xrightarrow{m \rightarrow \infty} \int_{-r}^{0} d \alpha(\theta) \varphi(\theta) \quad \forall \alpha \in G^{-} B V_{0}
$$

Proof. 1) Suppose first $n=1$ and $\varphi=\chi_{[\theta, 0]} \in \mathcal{E}^{+},-r \leq \theta \leq 0$. If $\theta=-r$ take $\varphi_{m}=\varphi \equiv 1$ and if $\theta \neq-r$, for $m>\frac{1}{r+\theta}$ take

$$
\varphi_{m}(\beta)=\chi_{[\theta, 0]}^{(m)}(\beta) \stackrel{\text { def. }}{=} \begin{cases}0 & \text { if }-r \leq \beta \leq \theta-\frac{1}{m} \\ m\left(\beta-\theta+\frac{1}{m}\right) & \text { if } \theta-\frac{1}{m} \leq \beta \leq \theta \\ 1 & \text { if } \theta \leq \beta \leq 0\end{cases}
$$

Then, for $\alpha \in G^{-} B V_{0}$ we have

$$
\begin{aligned}
& \int_{-r}^{0} d \alpha(\beta) \chi_{[\theta, 0]}^{(m)}(\beta)=\int_{\theta-\frac{1}{m}}^{\theta} d \alpha(\beta)[m(\beta-\theta)]-\alpha\left(\theta-\frac{1}{m}\right) \\
& \xrightarrow{m \rightarrow \infty}-\alpha(\theta)=\int_{-r}^{0} d \alpha(\beta) \chi_{[\theta, 0]}(\beta) \\
& \text { since }\left|\int_{\theta-\frac{1}{m}}^{\theta} d \alpha(\beta)[m(\beta-\theta)]\right| \leq V a r_{\left[\theta-\frac{1}{m}, \theta\right]}[\alpha]^{m \rightarrow \infty} 0 .
\end{aligned}
$$

2) For the general case, we remember first that, for $\alpha \in G^{-} B V_{0}$, we have the scalar functions $\alpha_{j} \in G^{-} B V_{0}([-r, 0], \mathbb{E}), j=1,2, \cdots, n$, such that for each $p=\left(p_{1}, \cdots, p_{n}\right) \in$ $\mathbb{E}^{n}$ and $\theta \in[-r, 0]$ we have $\alpha(\theta) p=\sum_{j=1}^{n} \alpha_{j}(\theta) p_{j}$, and for $\varphi \in \mathcal{G}^{+}, \varphi(\theta)=$ $\left(\varphi_{1}(\theta), \cdots, \varphi_{n}(\theta)\right) \in \mathbb{E}^{n}$, we also have $\int_{-r}^{0} d \alpha(\theta) \varphi(\theta)=\sum_{j=1}^{n} \int_{-r}^{0} d \alpha_{j}(\theta) \varphi_{j}(\theta)$.
So, for $\varphi=\sum_{i=1}^{k} c_{i} \chi_{[\theta, 0]}$ in $\mathcal{E}^{+}, c_{i}=\left(c_{i}^{1}, c_{i}^{2}, \cdots, c_{i}^{n}\right) \in \mathbb{E}^{n}$, we can take $\varphi_{m}=$ $\sum_{i=1}^{k} c_{i} \chi_{\left[\theta_{i}, 0\right]}^{(m)}$ in $C$.
Then, for $\alpha \in G^{-} B V_{0}$ we have

$$
\begin{aligned}
& \int_{-\tau}^{0} d \alpha(\beta) \varphi_{m}(\beta)=\sum_{j=1}^{n} \sum_{i=1}^{k} c_{i}^{j} \int_{-r}^{0} d \alpha_{j}(\beta) \chi_{\left[\theta_{i}, 0\right]}^{(m)}(\beta) \\
& \xrightarrow{m \rightarrow \infty} \sum_{j=1}^{n} \sum_{i=1}^{k} c_{i}^{j} \int_{-r}^{0} d \alpha_{j}(\beta) \chi_{\left[\theta_{i}, 0\right]}(\beta)=\int_{-r}^{0} d \alpha(\beta) \varphi(\beta) \quad \text { (by item 1)) }
\end{aligned}
$$

We see that for the $\varphi_{m}$ above we have $\varphi_{m}(0)=\varphi(0)$ and $\left\|\varphi_{m}\right\|=\|\varphi\| \forall m \in \mathbb{N}$
Lemma 2. For $\varphi \in \mathcal{G}^{+}$, if $\int_{-r}^{0} d \alpha(\beta) \varphi(\beta)=0 \forall \alpha \in G^{-} B V_{0}$, then $\varphi(\theta)=0$ for $-r \leq \theta<0$.

Proof. As in lemma 1 , we can suppose, without loss of generality, that $n=1$.
If we have for some $\theta \neq 0$ that $\varphi(\theta) \neq 0$, then $\exists \delta>0$ such that $\varphi(\theta+t) \neq 0$ for $0 \leq t \leq \delta$. Take $\alpha=\chi_{\left[-r, \theta+\frac{\delta}{2}\right]}$ and we will have $\int_{-r}^{0} d \alpha(\beta) \varphi(\beta)=-\varphi\left(\theta+\frac{\delta^{+}}{2}\right) \neq 0$, which is a contradiction.

For a linear operator $L$, we denote by $\mathcal{N}(L)$ and $\mathcal{R}(L)$ the kernel and the range, respectively.

Remark 1. In [4], ch. 12.3, there is given a continuous projection $\Psi: \mathcal{C} \rightarrow \mathcal{C}_{D_{0}}$ such that $\Psi=I_{\mathcal{C}}-\Phi D^{0}$ where $\Psi=\left(\phi_{1}, \cdots, \phi_{n}\right), \phi_{i} \in \mathcal{C}$, satisfies $D^{0} \Phi=I, I$ is the $n \times n$-identity matrix, and $I_{\mathcal{C}}$ is the identity of $\mathcal{C}$.

So, $\mathcal{C}=\mathcal{C}_{D^{0}} \oplus \mathcal{N}(\Psi)$ and $\operatorname{dim} \mathcal{N}(\Psi)=n$ because $\mathcal{N}(\Psi)=\mathcal{R}\left(\Phi D^{0}\right)$ has $\Phi=$ $\left(\phi_{1}, \cdots, \phi_{n}\right)$ as a basis. Putting $\varphi^{0}=\Psi \varphi$, we have, for $\varphi \in \mathcal{C}$ :

$$
\varphi=\varphi^{0}+\Phi D^{0} \varphi=\varphi^{0}+\sum_{i=1}^{n}\left(D^{0} \varphi\right)_{i} \phi_{i}=\varphi^{0}+\sum_{i=1}^{n}\left(\varphi(0)_{i}-\int_{-r}^{0} d \bar{\mu}_{i}(\theta) \varphi(\theta)\right) \phi_{i}
$$

where $\left(D^{0} \varphi\right)_{i}$ is the $i$-th component of the vector $D^{0} \varphi \in \mathbb{E}^{n}$ and $\bar{\mu}_{i}(\theta)$ is the $i$-th line of the matrix $\bar{\mu}(\theta)=-\sum_{k=1}^{\infty} A_{k} \chi_{\left.]-\infty,-r_{k}\right]}(\theta)$. Thus, $\bar{\mu}_{i} \in G^{-} B V_{0}, i=1,2, \cdots, n$.

For $\varphi \in \mathcal{G}^{+}$it is also true that $D^{0}\left(\varphi-\Phi D^{0} \varphi\right)=D^{0} \varphi-D^{0} \Phi D^{0} \varphi=0$. Therefore we can extend $\Psi: \mathcal{G}^{+} \rightarrow \mathcal{G}_{D^{0}}^{+}$as $\Psi=I_{\mathcal{G}^{+}}-\Phi D^{0}, I_{\mathcal{G}^{+}}$being the identity of $\mathcal{G}^{+}$, and we will have $\mathcal{G}^{+}=\mathcal{G}_{D^{0}}^{+} \oplus \mathcal{N}(\Psi)$, where the kernel $\mathcal{N}(\Psi)$ remains the same $n$-dimensional subspace of $\mathcal{C}$, that is, $\mathcal{N}(\Psi)=\mathcal{R}\left(\Phi D^{0}\right)$.

From this remark and lemma 1, it follows easily the:
Lemma 3. For $\varphi \in \mathcal{E}^{+}$, let $\varphi_{m} \in \mathcal{C}, m \in \mathbb{N}$, as in lemma 1. Then

$$
\int_{-\tau}^{0} d \alpha(\beta) \varphi_{m}^{0}(\beta) \xrightarrow{\dot{m} \rightarrow \infty} \int_{-r}^{0} d \alpha(\beta) \varphi^{0}(\beta) \quad \forall \alpha \in G^{-} B V_{0}
$$

where $\varphi^{0}=\Psi \varphi$ as in remark 1 . We also have $\varphi_{m}^{0}(0) \xrightarrow{m \rightarrow \infty} \varphi^{0}(0)$.
Proof. As in remark 1,

$$
\varphi_{m}^{0}=\varphi_{m}-\sum_{i=1}^{n}\left(\varphi_{m}(0)_{i}-\int_{-r}^{0} d \bar{\mu}_{i}(\theta) \varphi_{m}(\theta)\right) \phi_{i}
$$

Then, for $\alpha \in G^{-} B V_{0}$,

$$
\int_{-r}^{0} d \alpha(\beta) \varphi_{m}^{0}(\beta)=\int_{-r}^{0} d \alpha(\beta) \varphi_{m}(\beta)-\sum_{i=1}^{n}\left(\varphi_{m}(0)_{i}-\int_{-r}^{0} d \bar{\mu}_{i}(\theta) \varphi_{m}(\theta)\right) \int_{-r}^{0} d \alpha(\beta) \phi_{i}(\beta)
$$

Considering that $\varphi_{m}(0)_{i}=\varphi(0)_{i}$, and $\bar{\mu}_{i} \in G^{-} B V_{0}$ and using lemma 1 , we have:

$$
\int_{-r}^{0} d \alpha(\beta) \varphi_{m}^{0}(\beta)^{m \rightarrow \infty} \int_{-r}^{0} d \alpha(\beta) \varphi^{0}(\beta)
$$

and also

$$
\begin{aligned}
& \varphi_{m}^{0}(0)=\varphi_{m}(0)-\sum_{i=1}^{n}\left(\varphi_{m}(0)_{i}-\int_{-r}^{0} d \bar{\mu}_{i}(\theta) \varphi_{m}(\theta)\right) \phi_{i}(0) \\
= & \varphi(0)-\sum_{i=1}^{n}\left(\varphi(0)_{i}-\int_{-r}^{0} d \bar{\mu}_{i}(\theta) \varphi_{m}(\theta)\right) \phi_{i}(0)^{m \rightarrow \infty} \varphi^{0}(0)
\end{aligned}
$$

Note that $\mathcal{E}_{D^{0}}^{+} \stackrel{\text { def }}{=} \Psi\left(\mathcal{E}^{+}\right)$is dense in $\mathcal{G}_{D^{0}}^{+}$, since $\mathcal{E}^{+}$is dense in $\mathcal{G}^{+}$(see [8]) and $\Psi$ is continuous from $\mathcal{G}^{+}$onto $\mathcal{G}_{D^{0}}^{+}=\Psi\left(\mathcal{G}^{+}\right)$.

Lemma 4. If $T \in \mathcal{L}\left(\mathcal{G}_{D^{0}}^{+}, \mathcal{G}^{+}\right)$with $(T \varphi)(\theta)=\int_{-\bar{r}}^{0} d_{\beta} K(\theta-\beta) \varphi(\beta)$, where we have $-r \leq-\bar{r}<0$ and $K:[-r, \bar{r}] \rightarrow \mathcal{L}\left(\mathbb{E}^{n}\right)$ has bounded variation and is right-continuous; then, for each $\alpha \in G^{-} B V_{0}$, there is a $\tilde{\alpha} \in G^{-} B V_{0}$, such that:

$$
\int_{-r}^{0} d \alpha(\theta)(T \varphi)(\theta)=\int_{-r}^{0} d \widetilde{\alpha}(\beta) \varphi(\beta) \quad \forall \varphi \in \mathcal{G}_{D^{0}}^{+}
$$

Proof. We use the theorem 2.4 of [9], which says that:

$$
\int_{-r}^{0} d \alpha(\theta) \int_{-\bar{r}}^{0} d_{\beta} K(\theta-\beta) \varphi(\beta)=\int_{-\bar{r}}^{0} d_{\beta}\left[\int_{-r}^{0} d \alpha(\theta) K(\theta-\beta)\right] \varphi(\beta)
$$

to construct a suitable $\widetilde{\alpha} \in G^{-} B V_{0}$.
Remark 2. In [3] we show that the variation-of-constants formula for the linear NFDEs ([4], [6]) remains the same in the context of regulated functions. For $\varphi \in \mathcal{G}_{D^{0}}^{+}$, the solution $y$ for $(D)_{0}$, for $t \geq 0$, with $y_{0}=\varphi$ is given by

$$
\begin{equation*}
y(t)=-\sum_{k=1}^{\infty} \int_{-r_{k}}^{0} d_{\beta} X\left(t-\beta-r_{k}\right) A_{k} \varphi(\beta), \quad t \geq 0 \tag{0}
\end{equation*}
$$

where $X$ is the fundamental matrix given by the conditions $D^{0} X_{t}=I$ for $t \geq 0, X(0)=I$ and $X(t) \equiv 0$ for $t<0$.

We have, by [6], lemma 3.5, the following result: if $\alpha \in \mathbb{R}$ is such that det $H(\lambda) \neq 0$ in some strip $|\operatorname{Re} \lambda-\alpha| \leq \delta, \delta>0$, then we may decompose $X(t)=X^{P}(t)+X^{Q}(t)$ (if $\alpha=0$ we will have $X(t)=X^{P}(t)+X^{Q}(t)+$ constant), $X^{P}$ can be extended for $t \leq 0$ and we have the estimates:

$$
\begin{array}{ll}
\operatorname{Var}_{[t-r, t]}\left[X^{Q}\right] \leq M e^{(\alpha-\delta) t} & \text { for } t \geq 0 \\
\operatorname{Var}_{[t-r, t]}\left[X^{P}\right] \leq M e^{(\alpha+\delta) t} & \text { for } t \geq 0
\end{array}
$$

for some constant $M$.

Theorem 1. Suppose $\alpha \in \mathbb{R}$ is such that $\operatorname{det} H(\lambda) \neq 0$ in some strip $\mid$ Re $\lambda$ $\alpha \mid \leq \delta, \delta>0$. Then there exist closed subspaces $P, Q$ of $\mathcal{G}_{D^{0}}^{+}$, invariant under $T^{0}(t), t \geq 0$, such that $\mathcal{G}_{D^{0}}^{+}=P \oplus Q$, where $\oplus$ means the direct sum. The semigroup $\left\{T^{0}(t)_{\mid P}\right\}_{t \geq 0}$ may be extended uniquely as a group $(-\infty<t<\infty)$ of operators on $P$. There exists a constant $M^{\prime}$ such that : $\left\|T^{0}(t)_{\mid Q}\right\| \leq M^{\prime} . e^{(\alpha-\delta) t}$ for $t \geq 0$ and $\left\|T^{0}(t)_{\mid P}\right\| \leq M^{\prime} . e^{(\alpha+\delta) t}$ for $t \leq 0$.

Proof. As in remark 2, we have the split of matrix $X$ and, for $\varphi \in \mathcal{G}_{D^{0}}^{+}$, we have the solution of $(D)_{0}, y(t)$, given by formula ( $\rho_{D^{0}}$ ). We may write: $y(t)=y^{P}(t)+y^{Q}(t)$, where

$$
y^{P, Q}(t) \stackrel{\text { def. }}{=}-\sum_{k=1}^{\infty} \int_{-r_{k}}^{0} d_{\beta} X^{P, Q}\left(t-\beta-r_{k}\right) A_{k} \varphi(\beta), \quad t \geq 0
$$

and we can take $-\infty<t<\infty$ for $y^{P}$. Since $X^{P}: \mathbb{R} \rightarrow \mathcal{L}\left(\mathbb{E}^{n}\right)$ and $X^{Q}: \mathbb{R}_{+} \rightarrow \mathcal{L}\left(\mathbb{E}^{n}\right)$ are right-continuous and of bounded variation in each compact interval of $t$ (see [6] lemma 3.5), we have that $y^{P, Q}$ are well defined and are right-continuous regulated functions because: I) each Interior Integral $\int_{-r_{k}}^{0} d_{\beta} \cdots$ in the formula defines a right-continuous regulated function of $t$ (see [9] §2), so $y_{N}^{P, Q}(t) \stackrel{\text { def. }}{=}-\sum_{k=1}^{N} \int_{-r_{k}}^{0} d_{\beta} X^{P, Q}\left(t-\beta-r_{k}\right) A_{k} \varphi(\beta)$ is also right-continuous regulated in $t$, for each $N \in \mathbb{N}$, and II) $\left\{y_{N}^{P}\right\}_{N \in \mathbb{N}}$ and $\left\{y_{N}^{Q}\right\}_{N \in \mathbb{N}}$ are Cauchy-sequences in the space of right-continuous regulated functions when we take $t$ in any compact interval, with the uniform-norm, since $\sum_{k=1}^{\infty}\left|A_{k}\right|<\infty$, and then they converge as these spaces are complete (see [8]).

From remark 2, we also obtain the estimates:

$$
\begin{cases}\left\|y^{Q}(t)\right\| \leq\left(\sum_{k=1}^{\infty}\left|A_{k}\right|\right) \cdot M \cdot e^{(\alpha-\delta) t}\|\varphi\| & \text { for } t \geq 0  \tag{*}\\ \left\|y^{P}(t)\right\| \leq\left(\sum_{k=1}^{\infty}\left|A_{k}\right|\right) \cdot M \cdot e^{(\alpha+\delta) t}\|\varphi\| & \text { for } t \leq 0\end{cases}
$$

Define $T^{0}(t)^{P} \varphi=y_{t}^{P}$ for $t \in \mathbb{R}$ and $T^{0}(t)^{Q} \varphi=y_{t}^{Q}$ for $t \geq r$. By the majorations above we see that $T^{0}(t)^{P, Q} \in \mathcal{L}\left(\mathcal{G}_{D^{0}}^{+}, \mathcal{G}^{+}\right)$. Let $\pi_{P} \stackrel{\text { def. }}{=} T^{0}(0)^{P} \in \mathcal{L}\left(\mathcal{G}_{D^{0}}^{+}, \mathcal{G}^{+}\right)$.

In [6] theorem 3.1, it is shown that $\left.\pi_{P}\right|_{\mathcal{C}_{D^{0}}} \in \mathcal{L}\left(\mathcal{C}_{D^{0}}\right)$ and it is idempotent.
We will show that $\pi_{P} \in \mathcal{L}\left(\mathcal{G}_{D^{0}}^{+}\right)$and is also idempotent.
We begin with the step-functions. Let $\varphi \in \mathcal{E}^{+}$and $\varphi_{m} \in \mathcal{C}, m \in \mathbb{N}$, as in lemma 1. By remark 1, we have: $\varphi=\varphi^{0}+\sum_{i=1}^{n}\left(\varphi(0)_{i}-\int_{-r}^{0} d \bar{\mu}_{i}(\theta) \varphi(\theta)\right) \phi_{i}$. Using the formula of $\pi_{P} \varphi^{0}=y_{0}^{P}$ (now $y$ is the solution of $(D)_{0}$ with initial value $\varphi^{0}$ ) and lemmas 3 and 4 we obtain $\int_{-r}^{0} d \alpha(\beta) \pi_{P} \varphi_{m}^{0}(\beta)^{m \rightarrow \infty} \int_{-r}^{0} d \alpha(\beta) \pi_{P} \varphi^{0}(\beta) \forall \alpha \in G^{-} B V_{0}$. By the formula of $\pi_{P} \varphi_{m}^{0}(\theta)$, for each $\theta \in[-r, 0]$, and the fact that $\left\|\varphi_{m}\right\|=\|\varphi\|$ (and then $\left\|\varphi_{m}^{0}\right\| \leq\|\Psi\| \cdot\|\varphi\|$ $\forall_{m} \in \mathbb{N}$ ), we obtain $\pi_{P} \varphi_{m}^{0}(\theta) \xrightarrow{m \rightarrow \infty} \pi_{P} \varphi^{0}(\theta)$ and, in particular, $\pi_{P} \varphi_{m}^{0}(0)^{m \rightarrow \infty} \pi_{P} \varphi^{0}(0)$. Since $\varphi_{m}^{0}=\Psi\left(\varphi_{m}\right) \in \mathcal{C}_{D^{0}}$, we have, by [6] theorem 3.1, that $\pi_{P} \varphi_{m}^{0} \in \mathcal{C}_{D^{0}}$, so $0=$ $D^{0}\left(\pi_{P} \varphi_{m}^{0}\right)=\pi_{P} \varphi_{m}^{0}(0)-\int_{-r}^{0} d \bar{\mu}(\beta)\left(\pi_{P} \varphi_{m}^{0}\right)(\beta)^{m \rightarrow \infty} \pi_{P} \varphi^{0}(0)-\int_{-\tau}^{0} d \bar{\mu}(\beta)\left(\pi_{P} \varphi^{0}\right)(\beta)=$ $D^{0}\left(\pi_{P} \varphi^{0}\right)$. Then $\pi_{P} \varphi^{0} \in \mathcal{G}_{D^{0}}^{+}$, that is, $\pi_{P}\left(\mathcal{E}_{D^{0}}^{+}\right) \subset \mathcal{G}_{D^{0}}^{+}$and taking the closure of $\mathcal{E}_{D^{0}}^{+}$,
we have $\pi_{P} \in \mathcal{L}\left(\mathcal{G}_{D^{0}}^{+}\right)$. Now it makes sense to take $\pi_{P}^{2}$. To show that $\pi_{P}$ is a projection, we note first that $\int_{-r}^{0} d \alpha(\beta)\left(\pi_{P}^{2} \varphi_{m}^{0}\right)(\beta) \xrightarrow{m \rightarrow \infty} \int_{-r}^{0} d \alpha(\beta)\left(\pi_{P}^{2} \varphi^{0}\right)(\beta), \forall \alpha \in G^{-} B V_{0}$, a consequence of the formula of $\pi_{P}^{2} \varphi^{0}(\beta)$ and lemma 4. Note that

$$
\begin{aligned}
\pi_{P}^{2} \varphi^{0}(\beta)= & \left(T^{0}(0)^{P}\left[T^{0}(0)^{P} \varphi^{0}\right]\right)(\beta)=-\sum_{k=1}^{\infty} \int_{-\tau_{k}}^{0} d_{\tau} X^{P}\left(\beta-\tau-r_{k}\right) A_{k}\left[y^{P}(\tau)\right]= \\
& -\sum_{k=1}^{\infty} \int_{-r_{k}}^{0} d \tau X^{P}\left(\beta-\tau-r_{k}\right) A_{k}\left[-\sum_{j=1}^{\infty} \int_{-r_{j}}^{0} d_{\sigma} X^{P}\left(\tau-\sigma-r_{j}\right) A_{j} \varphi^{0}(\sigma)\right]
\end{aligned}
$$

We know that $\pi_{P}^{2} \varphi_{m}^{0}=\pi_{P} \varphi_{m}^{0}$, since $\varphi_{m}^{0} \in \mathcal{C}_{D^{0}}$. Therefore, $\int_{-r}^{0} d \alpha(\beta)\left[\pi_{P}^{2}-\pi_{P}\right] \varphi^{0}(\beta)=0$ $\forall \alpha \in G^{-} B V_{0}$ and from lemma 2 we have $\pi_{P}^{2} \varphi^{0}(\theta)=\pi_{P} \varphi^{0}(\theta)$ for $-r \leq \theta<0$. For $\theta=0$, observe that $D^{0}\left(\pi_{P}^{2} \varphi^{0}\right)=\pi_{P}^{2} \varphi^{0}(0)-\int_{-r}^{0} d \bar{\mu}(\theta) \pi_{P}^{2} \varphi^{0}(\theta)=\pi_{P}^{2} \varphi^{0}(0)-\pi_{P} \varphi^{0}(0)+D^{0}\left(\pi_{P} \varphi^{0}\right)$, but $D^{0}\left(\pi_{P}^{2} \varphi^{0}\right)=D^{0}\left(\pi_{P} \varphi^{0}\right)=0$ since $\pi_{P} \in \mathcal{L}\left(\mathcal{G}_{D^{0}}^{+}\right)$, that is, $\pi_{P}\left(\mathcal{G}_{D^{0}}^{+}\right) \subset \mathcal{G}_{D^{0}}^{+}=\mathcal{N}\left(D^{0}\right)$. This completes the proof that $\pi_{P}$ is idempotent in $\mathcal{E}_{D^{0}}^{+}$and so in $\mathcal{G}_{D^{0}}^{+}$.

Then we have the closed subspaces of $\mathcal{G}_{D^{0}}^{+}: P=\mathcal{R}\left(\pi_{P}\right), Q=\mathcal{N}\left(\pi_{P}\right) ; \mathcal{G}_{D^{0}}^{+}=P \oplus Q$ and $\pi_{P}$ is a projection on $P$ along $Q$.

By [6] theorem 3.1, we have $T^{0}(t) \pi_{P} \varphi_{m}^{0}(\theta)=\pi_{P} T^{0}(t) \varphi_{m}^{0}(\theta)=T^{0}(t)^{P} \varphi_{m}^{0}(\theta) \forall t \geq 0$, $\forall \theta \in[-r, 0]$ and each of these expressions converges when $m \rightarrow \infty$ to the respective expression with $\varphi^{0}$ instead of $\varphi_{m}^{0}$ (this can be shown by using the formulas of $\pi_{P}, T^{0}(t), T^{0}(t)^{P}$ and lemma 4). Therefore, $T^{0}(t) \pi_{P}=\pi_{P} T^{0}(t)=T^{0}(t)^{P}$ in $\mathcal{E}_{D^{0}}^{+}$and in $\mathcal{G}_{D^{0}}^{+}$, for $t \geq 0$. For $t \in \mathbb{R}$, we also obtain $0=D^{0}\left(T^{0}(t)^{P} \varphi_{m}^{0}\right)^{m \rightarrow \infty} D^{0}\left(T^{0}(t)^{P} \varphi^{0}\right)$ and this allows us to define $T^{0}(t)=T^{0}(t)^{P}$ in $P$ for $t \leq 0$ and to obtain the group of isomorphisms $\left\{T^{0}(t)_{\mid P}\right\}_{t \in \mathbb{R}}$; for, when we have the backward continuation of the solution of equations like ( $D)_{0}$ in the whole line, this continuaiton is unique (see [5]).

The inequalities stated in the theorem follow immediately from inequalities in (*).
Remark 3. The subspaces $P \cap \mathcal{C}_{D^{0}}$ and $Q \cap \mathcal{C}_{D^{0}}$ are characterized in [6] theorem 3.1, in terms of generalized eigenspaces corresponding to the eigenvalues of the infinitesimal generator $\mathbf{A}^{0}$ which have the real parts bigger than $\alpha$ and smaller than $\alpha$, respectively. We can extend, now, the theorem 3.2 of [6],

Theorem 2. Assume that $\lambda \mapsto \operatorname{det} H(\lambda)$ has zeros; then, for $t \geq 0$, we have:

$$
\overline{\left\{e^{\lambda t} \mid \operatorname{det} H(\lambda)=0\right\}} \subset \sigma\left(T^{0}(t)\right) \subset\left\{\mu\left||\mu|=e^{\xi t}, \xi \in \overline{\mathcal{Z}}\right\} \cup\{0\},\right.
$$

where $\mathcal{Z} \stackrel{\text { def. }}{=} \cdot\{\operatorname{Re} \lambda \mid \operatorname{det} H(\lambda)=0\}$ and $\overline{\mathcal{Z}}$ is the closure of $\mathcal{Z}$.
If $\alpha \notin \overline{\mathcal{Z}}$ and $\mathcal{G}_{D^{0}}^{+}=P \oplus Q$ is the decomposition given by theorem 1 , then

$$
\begin{aligned}
& \sigma\left(T^{0}(t)_{\mid P}\right) \subset\left\{\mu\left||\mu|=e^{\xi t}, \xi \in \overline{\mathcal{Z}} \text { and } \xi>\alpha\right\}\right. \\
& \sigma\left(T^{0}(t)_{\mid Q}\right) \subset\left\{\mu\left||\mu|=e^{\xi t}, \xi \in \overline{\mathcal{Z}} \text { and } \xi<\alpha\right\}\right.
\end{aligned}
$$

both for $t \geq 0$.

If $\mathcal{Z}$ is empty, then $\sigma\left(T^{0}(t)\right)=\{0\}$ for $t>0$; in fact, $T^{0}(t)=0$ for $t \geq$ r.n.
Proof. It is the same as for theorem 3.2 of [6], using now theorem 1. We recall that for $\varphi \in \mathcal{E}^{+}$and $\varphi_{m} \in \mathcal{C}, m \in \mathbb{N}$, as in lemma 1 , we will have $T^{0}(t) \varphi_{m}^{0}(\theta) \xrightarrow{m \rightarrow \infty} T^{0}(t) \varphi^{0}(\theta)$ and then $T^{0}(t) \mid C_{D^{0}}=0 \Rightarrow T^{0}(t)=0$.

Remark 4. We have from [7] theorem 5.1 that if $V$ is any subset of the complex plane and $U=\left\{x \in \mathbb{R} \mid \exists\right.$ sequence $\left\{z_{k}\right\}_{k \in \mathbb{N}}, z_{k} \in V$ with $\operatorname{Re} z_{k} \rightarrow x$ and $\left|\operatorname{Im} z_{k}\right| \rightarrow \infty$ as $k \rightarrow \infty\}$, then for almost all real $t$, the inclusion $e^{t(U+i \mathbb{R})} \subset \overline{e^{t V}}$ holds, where $U+i \mathbb{R}=$ $\{z \in \mathbb{C} \mid \operatorname{Re} z \in U\}$. To see that this inclusion may not hold for all $t$, let us consider $V=\{0, \pm i, \pm 2 i, \pm 3 i, \cdots\}$ so $U=\{0\}, e^{t(i \mathbb{R})}$ is the unit circle for $t \neq 0$ and we note that $e^{t(i \mathbb{R})} \subset \overline{e^{t V}}$ if and only if $t / \pi$ is irrational.

Since det $H(\lambda)$ is an analytic almost periodic function of $\lambda$, we have from [6] lemma 3.2 that if $\operatorname{det} H(\lambda)=0$ for some $\lambda \in \mathbb{C}$, then there exists a sequence $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$ such that $\operatorname{det} H\left(\lambda_{k}\right)=0,\left|\lambda_{k}\right| \rightarrow \infty$ and Re $\lambda_{k} \rightarrow \operatorname{Re} \lambda$ as $k \rightarrow \infty$. If we take $V=\sigma\left(\mathbb{A}^{0}\right)=\{\lambda \in$ $\mathbb{C} \mid \operatorname{det} H(\lambda)=0\}$, then we have $U=\overline{\mathcal{Z}}$ and $e^{t(\overline{\mathcal{Z}}+i \mathbb{R})}=\left\{\mu| | \mu \mid=e^{\xi t}, \xi \in \overline{\mathcal{Z}}\right\}$ and from theorem 2 and the above result from [7], we conclude that

$$
\sigma\left(T^{0}(t)\right) \backslash\{0\}=\overline{e^{t \sigma\left(\mathbf{A}^{0}\right)}} \backslash\{0\}
$$

for almost all $t \geq 0$.

## 4 The Neutral $\mathbb{F D E}$

Passing now to equation $(N)$ of section 2, we first generalize the lemma 4.1 of [6].
Lemma 1. For the equations $(N)$ and $(D)_{0}$ and their flows, given in section 2, we have: $T(t)-T^{0}(t) \circ \Psi: \mathcal{G}^{+} \rightarrow \mathcal{G}^{+}$is a compact operator for each $t \geq 0$, where $\Psi$ is the projection given in remark 1 of section 3.

Proof. Analogous to the lemma 4.1 of [6]. Recall that $\mathcal{R}\left(I_{\mathcal{G}^{+}}-\Psi\right)$ has finite dimension.

We denote by $P \sigma(L), R \sigma(L)$ and $C \sigma(L)$ the point, the residual and the continuous parts of the spectrum of a linear operator $L$.

We generalize now the theorem 4.1 of [6].
Theorem 1. With the notation of section 2, for the flow of equation $(N)$, we have:
i) $P \sigma(T(t)) \backslash\{0\}=P \sigma\left(T(t)_{\mid \mathcal{C}}\right) \backslash\{0\}=\left\{e^{\lambda t} \mid \operatorname{det} \Delta(\lambda)=0\right\}$
ii) $\operatorname{Ro}(T(t)) \cup C \sigma(T(t)) \subset\left\{\mu\left||\mu|=e^{\xi t}, \xi \in \overline{\mathcal{Z}}\right\} \cup\{0\}\right.$ where $\mathcal{Z}$ is given in theorem 2 of section 3.
iii) $\sigma(T(t)) \backslash\{0\}=\overline{e^{t \sigma(A)}} \backslash\{0\}$ a.e. in $t \geq 0$.

Proof. i) Suppose $t_{0}>0, \lambda_{0} \in \mathbb{C}$ and $\varphi \in \mathcal{G}^{+}$such that $T\left(t_{0}\right) \varphi=e^{\lambda_{0} t_{0}} \varphi \neq 0$.
We show that there is a $c \in \mathbb{E}^{n}$ such that $z(t)=c . e^{\lambda t} \neq 0$ is the solution of $(N)$ with initial data $\psi(\theta)=c . e^{\lambda \theta}$, where $\lambda=\lambda_{0}+\frac{2 \pi i m}{t_{0}}$ for some $m \in \mathbb{N}$, that is; we find a continuous (in fact, exponential) eigenvector for the eigenvalue $e^{\lambda_{0} t_{0}}$ of $T\left(t_{0}\right)$.

Let $x_{t}=T(t) \varphi, t \geq 0$. The function $t \mapsto e^{-\lambda_{0} t} x(t)$ is periodic of period $t_{0}$ and then there is a $m \in \mathbb{N}$ such that the $m$-th Fourier coefficient is nonzero, that is,

$$
c=\frac{1}{t_{0}} \int_{0}^{t_{0}} e^{\frac{-2 \pi i m}{t_{0}} s} x(s) e^{-\lambda_{0} s} d s=\frac{1}{t_{0}} \int_{0}^{t_{0}} x(s) e^{-\lambda s} d s \neq 0
$$

and we have

$$
\begin{aligned}
c e^{\lambda(t+\theta)} & =\frac{1}{t_{0}} \int_{0}^{t_{0}} x(s) e^{\lambda(t+\theta-s)} d s \\
& =\frac{1}{t_{0}} \int_{0}^{t_{0}} x(t+u+\theta) e^{-\lambda u} d u \\
& =\frac{1}{t_{0}} \int_{0}^{t_{0}}\left[T(t) x_{u}\right](\theta) e^{-\lambda u} d u \\
& =\left[T(t)\left(\frac{1}{t_{0}} \int_{0}^{t_{0}} x_{u}(\cdot) e^{-\lambda u} d u\right)\right](\theta)=\left[T(t)\left(c . e^{\lambda \cdot}\right)\right](\theta) .
\end{aligned}
$$

To prove the last equalities, let $\Delta$ be any partition of interval $\left[0, t_{0}\right]\left(0=u_{0}<u_{1} \cdots<\right.$ $\left.u_{k}=t_{0}, \bar{u}_{i} \in\left[u_{i-1}, u_{i}\right], \Delta u_{i}=u_{i}-u_{i-1}\right)$ and we have:

$$
\begin{aligned}
{\left[T(t)\left(\frac{1}{t_{0}} \sum_{i=1}^{k} x_{\bar{u}_{i}}(\cdot) e^{-\lambda \bar{u}_{i}} \Delta u_{i}\right)\right](\theta) } & =\frac{1}{t_{0}} \sum_{i=1}^{k}\left[T(t) x_{\bar{u}_{i}}\right](\theta) e^{-\lambda \bar{u}_{i}} \Delta u_{i} \rightarrow \\
\|\Delta\| \rightarrow 0 & \frac{1}{t_{0}} \int_{0}^{t_{0}}\left[T(t) x_{u}\right](\theta) e^{-\lambda u} d u, \text { but }
\end{aligned}
$$

$$
\begin{aligned}
& \left\|\left[T(t)\left(\frac{1}{t_{0}} \int_{0}^{t_{0}} x_{u}(\cdot) e^{-\lambda u} d u\right)\right](\theta)-\left[T(t)\left(\frac{1}{t_{0}} \sum_{i=1}^{k} x_{\overline{u_{i}}}(\cdot) e^{-\lambda \overline{u_{i}}} \Delta u_{i}\right)\right](\theta)\right\| \\
\leq & \|T(t)\| \cdot \frac{1}{t_{0}} \cdot\left\|\int_{0}^{t_{0}} x_{u}(\cdot) e^{-\lambda u} d u-\sum_{i=1}^{k} x_{\overline{u_{i}}}(\cdot) e^{-\lambda \bar{u}_{i}} \Delta u_{i}\right\|
\end{aligned}
$$

$$
\begin{aligned}
&=\|T(t)\| \frac{1}{t_{0}} \sup _{\bar{\theta} \in[-r, 0]}\left\|\int_{0}^{t_{0}} x_{u}(\bar{\theta}) e^{-\lambda u} d u-\sum_{i=1}^{k} x_{\overline{u_{i}}}(\bar{\theta}) e^{-\lambda \bar{u}_{i}} \Delta u_{i}\right\| \\
& \leq \underbrace{\|T(t)\| \frac{1}{t_{0}} \sup _{\bar{\theta} \in[-r, 0]}\left\|e^{\lambda \bar{\theta}}\right\| \cdot \sup _{\bar{\theta} \in[-r, 0]} \| \int_{0}^{t_{0}} x(u+\bar{\theta}) e^{-\lambda(u+\bar{\theta})} d u}_{K} \\
& \quad-\sum_{i=1}^{k} x\left(\bar{u}_{i}+\bar{\theta}\right) e^{-\lambda\left(\bar{u}_{i}+\bar{\theta}\right)} \Delta u_{i} \| \\
& \leq K \cdot \sup _{\bar{\theta} \in[-r, 0]}\left\|\int_{\bar{\theta}}^{t_{0}+\bar{\theta}} x(s) e^{-\lambda s} d s-\sum_{i=1}^{k} x\left(\bar{u}_{i}+\bar{\theta}\right) e^{-\lambda\left(\overline{u_{i}+\bar{\theta}}\right)} \Delta u_{i}\right\|=K \cdot M(\Delta)
\end{aligned}
$$

Since the function $t \mapsto y(t) \stackrel{\text { def. }}{=} x(t) e^{-\lambda t}$ is periodic of period $t_{0}$, we have

$$
M(\Delta)=\sup _{\left.\bar{\theta} \in[-r, 0] \cap]-t_{0}, 0\right]}\left\|\int_{0}^{t_{0}} y(s) d s-\sum_{i=1}^{k} y\left(\bar{u}_{i}+\bar{\theta}\right) \Delta u_{i}\right\| .
$$

For each $\left.\bar{\theta} \in[-r, 0] \cap]-t_{0}, 0\right]$, let us call $\Delta+\bar{\theta}$ the translation of $\Delta$ to the interval $\left[\bar{\theta}, t_{0}+\bar{\theta}\right]\left(\bar{\theta}=u_{0}+\bar{\theta}<u_{1}+\bar{\theta} \cdots<u_{k}+\bar{\theta}=t_{0}+\bar{\theta}\right)$. Define $l=l(\bar{\theta}) \in\{1,2, \cdots, k\}$ such that $u_{l-1}+\bar{\theta} \leq 0<u_{l}+\bar{\theta}$. We have the following situation (where we delete the first summation on the right hand side if $l=1$ and the last summation if $l=k$ ):

$$
\begin{aligned}
& \sum_{i=1}^{k} y\left(\bar{u}_{i}+\bar{\theta}\right) \Delta u_{i} \\
= & \sum_{i=1}^{l-1} y\left(\bar{u}_{i}+\bar{\theta}+t_{0}\right) \Delta u_{i}+y\left(\bar{u}_{l}+\bar{\theta}\right) \Delta u_{l}+\sum_{i=l+1}^{k} y\left(\bar{u}_{i}+\bar{\theta}\right) \Delta u_{i} \\
= & \sum_{j=k-l+2}^{k} y\left(\bar{s}_{j}(\bar{\theta})\right) \Delta s_{j}(\bar{\theta})+y\left(t_{0}\right) \underbrace{\left[t_{0}-\left(u_{l-1}+\bar{\theta}+t_{0}\right)\right]}_{\Delta s_{k+1}(\bar{\theta})}+y(0) \underbrace{\left[u_{l}+\bar{\theta}-0\right]}_{\Delta s_{1}(\bar{\theta})} \\
& +\left[y\left(\bar{u}_{l}+\bar{\theta}\right)-y(0)\right]\left[u_{l}-u_{l-1}\right]+\sum_{j=2}^{k-l+1} y\left(\bar{s}_{j}(\bar{\theta})\right) \Delta s_{j}(\bar{\theta}) \\
= & \sum_{j=1}^{k+1} y\left(\bar{s}_{j}(\bar{\theta})\right) \Delta s_{j}(\bar{\theta})+\left[y\left(\bar{u}_{l}+\bar{\theta}\right)-y(0)\right] \Delta u_{l} .
\end{aligned}
$$

This defines the partition $\Delta_{\bar{\theta}}$ of interval $\left[0, t_{0}\right]\left(0=s_{0}(\bar{\theta})<s_{1}(\bar{\theta}) \cdots<s_{k+1}(\bar{\theta})=\right.$ $\left.t_{0}, \bar{s}_{j}(\bar{\theta}) \in\left[s_{j-1}(\bar{\theta}), s_{j}(\bar{\theta})\right], \Delta s_{j}(\bar{\theta})=s_{j}(\bar{\theta})-s_{j-1}(\bar{\theta})\right)$ as shown in the figure

Therefore

$$
M(\Delta) \leq \sup _{\left.\bar{\theta} \in[-\tau, 0] \cap]-t_{0}, 0\right]}\left\|\int_{0}^{t_{0}} y(s) d s-\sum_{j=1}^{k+1} y\left(\bar{s}_{j}(\bar{\theta})\right) \Delta s_{j}(\bar{\theta})\right\|+2 \sup _{s \in\left[0, t_{0}\right]}\|y(s)\| \cdot\|\Delta\|
$$

Since $\left\|\Delta_{\bar{\theta}}\right\| \leq\|\Delta\|$ for any $\bar{\theta}$ in $[-r, 0]$, we see that $M(\Delta)$ goes to zero when $\|\Delta\| \rightarrow 0$.
We have also $\frac{1}{t_{0}} \int_{0}^{t_{0}} x_{u}(\theta) e^{-\lambda u} d u=\frac{1}{t_{0}} \int_{0}^{t_{0}} x(u+\theta) e^{-\lambda(u+\theta)} d u . e^{\lambda \theta}=c . e^{\lambda \theta}$.
By the same arguments as for theorem 4.1 of [6] we prove ii), using the result of Gohberg and Krein in the version of lemma 2 of [6] and using theorem 2 of section 3 and lemma 1.

For iii) we use theorem 5.1 of [7].
In the same way as theorem 4.2 of [6] we can show that:
Theorem 2. Suppose $\alpha \notin \overline{\operatorname{Re\sigma }(\mathbb{A})}$, i.e., $\operatorname{det} \Delta(\lambda) \neq 0$ in some strip $\mid \operatorname{Re} \lambda-$ $\alpha \mid<\delta, \delta>0$. Then $\mathcal{G}^{+}=P \oplus Q$, where $P, Q$ are closed subspaces invariant under $T(t)$.

The restriction of the semigroup to $P$ may be extended to a group $\left\{T(t)_{\mid P}\right\}_{t \in \mathbb{R}}$ of isomorphisms of $P$. Finally, there exists a constant $M$ such that $\left\|T(t)_{\mid Q}\right\| \leq$ $M e^{(\alpha-\delta) t}$ for $t \geq 0$ and $\left\|T(t)_{\mid P}\right\| \leq M e^{(\alpha+\delta) t}$ for $t \leq 0$ (see also [3], chap.II,§4, theorems 3 and 4.)

We now study the corresponding decomposition for the nonhomogeneous equation

$$
\begin{equation*}
\frac{d}{d t}\left(D x_{t}-H(t)\right)=L x_{t} \tag{N}
\end{equation*}
$$

for a given regulated right-continuous forcing function $H$.
For each $t, t_{0} \in \mathbb{R}, t \geq t_{0}$, we have a bounded linear operator $\mathcal{K}\left(t, t_{0}\right) \in$ $\mathcal{L}\left(G^{+}\left(\left[t_{0}, t\right], \mathbb{E}^{n}\right), \mathcal{G}^{+}\right)$such that the solution of $(N)_{H}$ for $t \geq t_{0}$ with $x_{i_{0}}=\varphi \in \mathcal{G}^{+}$is given by $x_{t}\left(t_{0}, \varphi, H\right)=T\left(t-t_{0}\right) \varphi+\mathcal{K}\left(t, t_{0}\right) H$, where $\{T(t)\}_{t \geq 0}$ is the flow of $(N)$ as in section 2.

From [3] we have that $\mathcal{K}\left(t, t_{0}\right) H=\chi_{0} H(t)-T\left(t-t_{0}\right) \chi_{0} H\left(t_{0}\right)-\int_{t_{0}}^{t} d_{\sigma} T(t-\sigma) \chi_{0} H(\sigma)$ where, for $p \in \mathbb{E}^{n}$, we have $\chi_{0} p(\theta)=0$ for $-r \leq \theta<0$ and $\chi_{0} p(0)=p$ and
$\left(\int_{t_{0}}^{t} d_{\sigma} T(t-\sigma) \chi_{0} H(\sigma)\right)(\theta)=\int_{t_{0}}^{t} d_{\sigma} X(t+\theta-\bar{\sigma}) H(\sigma)$, the integral being in $\mathbb{E}^{n}$, and the fundamental matrix $X(t) \in \mathcal{L}\left(\mathbb{E}^{n}\right)$ given by $X(t) p=T(t) \chi_{0} p(0)$.

In [3] (see chap.II, $\S 4$, remark 7), we generalize the theorem 4.3 of [6] as a consequence of theorem 2 and the variation-of-constants formula for equation $(N)_{H}$. Then we have:

Theorem 3 Suppose $\alpha \notin \overline{\operatorname{Re\sigma (\mathbb {A})}}$ and $\mathcal{G}^{+}=P \oplus Q$ is the decomposition provided by theorem 2. We write $\varphi=\varphi^{P}+\varphi^{Q} \in P \oplus Q$. Then, there exist matrix-functions of bounded variation $X^{P}$ and $X^{Q}$, such that:

$$
\begin{aligned}
x_{t}^{Q}\left(t_{0}, \varphi, H\right)= & T\left(t-t_{0}\right) \varphi^{Q}+\left(\chi_{0} H(t)\right)^{Q}-T\left(t-t_{0}\right)\left(\chi_{0} H\left(t_{0}\right)\right)^{Q} \\
& -\int_{t_{0}}^{t} d_{\sigma} T(t-\sigma)\left[\chi_{0} H(\sigma)\right]^{Q}
\end{aligned}
$$

and

$$
\begin{aligned}
x_{t}^{P}\left(t_{0}, \varphi, H\right) & =T\left(t-t_{0}\right) \varphi^{P}+\left(\chi_{0} H(t)\right)^{P}-T\left(t-t_{0}\right)\left(\chi_{0} H\left(t_{0}\right)\right)^{P} \\
& -\int_{t_{0}}^{t} d_{\sigma} T(t-\sigma)\left[\chi_{0} H(\sigma)\right]^{P}
\end{aligned}
$$

for $t \geq t_{0}$, where

$$
\left(\int_{t_{0}}^{t} d_{\sigma} T(t-\sigma)\left[\chi_{0} H(\sigma)\right]^{P, Q}\right)(\theta)=\int_{t_{0}}^{t} d_{\sigma} X^{P, Q}(t+\theta-\sigma) H(\sigma)
$$

for $\theta \in[-r, 0]$.
Remark 2. The matrix functions $X^{Q}$ and $X^{P}$ are the same as in theorem 4.3 of [6] (our $X^{P, Q}(t+\theta)$ are his $T(t) \chi_{0}^{P, Q}(\theta)$ ) and we obtain the estimates given in that theorem.
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