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MEAN VALUE CHARACTERIZATION OF
‘USEFUL’ INFORMATION MEASURES

U. S. BHAKER AND D. S. HOODA

Abstract. In the present communication the generalized mean value
characterization of ‘useful’ information and relative information measures
has been studied. Some comparison theorems related to these measures
have also been proved.

1. Introduction

Let (€2, A, P) be a probability space of an experiment E with a finite mea-
surable partition of events {Eq, Es,..., E,} (n > 1) of Q. Probabilities of these
events are given by p(E;) = p; > 0 for every E; such that p € A,, where
Ap = {(P1;025++sP0); P; > 0, Zn: pi = 1}. The different events E;s depend
upon the experiment’s goal or upzozxi some qualitative characteristic of the phys-
ical system taken into consideration, that is, they have different weights or util-
ities. In order to distinguish the events E;, E,,..., E, with respect to a given
qualitative characteristic of physical system taken into account, ascribe to each
event E; a non-negative number u(E;) = u;(> 0) directly proportional to its
importance and call u;, the utility of the event E;. In general u; is independent
of p; (seeLongo [5]).

Belis and Guiasu [2] characterized a quantitative-qualitative measure which

was called the ‘useful’ information by [5] of the experiment E and is given as

}I(]),U) = fl(pl7p27'-'7pn;ul7u21-",un)
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n
= - Zuipilogp,-, >0, 0< <, Ep= 1 (1.1)
i=1
The measure (1.1) has been studied and generalized for complete probability
distributions by many authors. We consider the following two measures of ‘useful’
information for generalized probability distribution '
n
P = {{piipsisvvsPaly P >0 and Zpk =1k
k=1
which is the probability distribution of a generalized random variable having
utility distribution U = {(u1,u2,...,u5), u; > 0};
L3
LE (1.2)
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>~ ukpklog
I(P;U) e k=1

n
2 Uk Pk
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n
where ) uypr is not necessarily < 1 and
k=1
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It may be seen that (1.3) reduces to (1.2) when o — 1 and if utilities are
ignored i.e. u; = 1 for each ¢, the measures (1.2) and (1.3) reduce to Renyi’s

entropies of order 1 and a respectively. In section 2, we give mean value charac-

terization of measures (1.2) and (1.3).
Further Taneja and Tuteja [9] considered two utility information schemes:-

E, E, ... I, n
S=1|{p p .. Pa|, Pi>0, u;>0, Z]’i =1,
Uy Uy ... Uy i=1

of set of » events after experiment and

Ex B . BEx n
S=1@a @ ... @], >0, u;>0, qu—-'l,
Uy Uz ... Upy ' i=1



CHARACTERIZAION OF USEFUL INFORMATION MEASURES 385

before experiment and characterized axiomatically a quantitative-qualitative me-

asure of relative information as given below:
I(P|Q;U) = ) uipilogpi/q:. (1.4)
=1

The measure (1.4) has been characterized and generalized for complete probabil-
ity distribution by various authors. Here we consider the following two measures
for P and ¢ posterior and priorior generalized probability distributions of an
.experiment having utility distribution U.

n

> uipilogpi/q;

I(PIQ;U) = =— , (1.5)
2 UiPi
=1
and e
. > wipf /gl
L(PIQ;U) = —log*=} , @il (1.6)

n
Z Ui Pi
i=1

It may be noted that (1.6) reduces to (1.5) when @ — 1. In case utilities
are ignored, the measures (1.5) and (1.6) reduce to the information measures
characterized by Sharma [7]. Mean value characterization of measures (1.5) and
(1.6) has been studied in section 3. In section 4 we derive some comparison

theorems.

2. Characterization of ‘Useful’ Information Measures

By considering a set of postulates Renyi [6] characterized the following mea-

sure of information concerning event F; having probability of occurrence as py.

I{ps}) = logplk. (2.1)

Let us deline Wy = —=2% L =12... n, (2.2)

n
Z Uk Pk
k=1
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then mean value of (2.1) taking (2.2) as weights is

n 1
Y. ukpklog ~
I(P;u) - k=1 k

?

n
E Uk Pk
k=1

which is (1.2). It may be been that (1.2) is weighted entropy when weights are

taken
UkPk
n 9
E ULPk
k=1

Wk = k:l,?,...,n.

Further we see that (1.2) satisfies the following postulates:
Postulate 1. H(P;U) is a symmetric function of the elements of P and U.

Postulate 2. If {p} and {u} denote the generalized probability distribu-
tions consisting of the single probability p, single utility u of an event E, then
H({p};{u}) is continuous funct of p and u for 0 < p < 1. It may be noted that
the continuity of H({p},{u}) is supposed only for p > 0 but not for p = 0.

Postulate 3. H({1/2};{1}) =1 and

H({1};{«}) = 0,

that is, the measure of ‘uscful’ information is unity when p = 1/2.and u = 1 and

no useful information is conveyed when p.

Postulate 4.
H(P*Q;UxV) = H(P;U)+ II(Q;V),

where

P = {(p1,P2,---,Pa); > pi <1},
i=1

m
Q ={(q17QZa'°',Qm); ZQng}
Jj=1
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= {(u1,805:4050a), % > 0},
V = {(v1,v2,...,9m), vj > 0},
P*Q = (p11,P1025-- - ,P1Gms - Pu1,Pn2s -+ - » Pl )
U™V = (u101,%102, .., U1 Vm, .o ny UnV1, UpV2,y - oy Up Uy )-
Postulate 5. There exists a continuous and strictly increasing function

y = g() defined for real z, such that, its inverse function is given by z = g~1(y).
fP=(p1Up2U...Upy)and U = (u3 Uua U...Uwny,), then

kz wepreg(I{px})

H(P;U) = g™? (2.3)

n
Z UkPk
k=1

It is an open question which choices of function g(z) are admissible such that
postulate 5 is compatible with postulate 4. One form of g(z) clearly is g(z) =
az + b with a # 0, then the information measure satisfying postulate 1 to 5 with
this form of g(z) will be (1.2).

Another choice of g(z) which is admissible is an expenential function. If
9(z) = ga(2z), where @ > 0, @ # 1 and g,(z) = 2(1=9)%, Then postulates 1 to 5
characterize the weighted entropy of order . Thus we give the above result as

theorem given below:

Theorem 1. If II(P;U) is defined for all P = {(p1,p2,...,0n); pi > 0 and
Ip; £ 1} and U = {(u1,u2,...,un), u; > 0} and satisfies the postulates 1 to 5
with g(z) = go(z) where go(z) =292, & > 0 and a # 1, then

i > ukpy
k=1
log| =——— |, a#l. (2.4)
> ukpyk
k=1

Ho(P;U) =

l-a
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3. Characterization of ‘Useful’ Relative Information Measures

n

Let P = {(p1,p2,-+-+Pn), Pk > 0 for k = 1,2,...,m and 3 pr < 1} and
k=1

Q = {(¢1,¢5---+9n), @& > 0 for k = 1,2,...,n and i qr < 1} be posterior
and priorior generalized probability distributions of ;zrlandom variable in an
experiment. Let U = {(u1,u2,...,un), % > 0} be utility distribution such that
u; is only value or importance of event E; in reference to some specific goal.
By considering a set of postulates Rényi [6] characterized the following mea-
sure of amount of information concerning an event E; having posterior and pri-

orior probability as p; and g.

I{pe}/{as}) = 1%%:-. (3.1)

—%p—k-—, k=1,2,---,n as weights then (1.5) can be written

Let us define Wy = —;
Z UkPk

k=1
as weighted amount of information as

> urprlogs pr/qk
I(P/Q;U) = =2

. UkPk
k=1
It implies that (1.5) is nothing but weighted ‘useful’ relative information.

Now we assume that (1.5) satisfies the following postulates:

Postulate 6. I(P/Q;U) remains unchanged if the elements of P, () and U
are rearranged in the same way so that one-one correspondance between them

is not disturbed.

Postulate 7. I(P/Q;U) is a continuous function of pi,gx and u, for k =
1,2,---,n. '

Postulate 8. I({1}/{1/2};{1}) =1

Postulate 9.
I(P+P'/Q*Q";U«U")=I(P/Q;U)+ I(P'/Q";U"). - (3.2
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where

Px P = (plp’l,plpg,...,plp:n,---,Pnp'l,PnP'z,---,PnP:n)a
Q*Q' = (ndl, 15s-- -1 Qs+ 19091, In s+ - - 1Gn s )» €L

Postulate 10. There exists a continuous and strictly increasing function

y = g(z) defined for all real z such that its inverse function is given by z =
g7 () K

Pe{RUBY.URAE @ = LUy, . ug,)

and U = (U UuU,U...UUy,), then

kz wepkg(I P}/ {ae}])

I(P/Q;U) = g~ : (3.3)

n
Y ukpk
k=1

where I({pr}/{qx}) = log, g—l-c- for all k= 1,2,~-~,8.
k
Next, we consider what possible choices of the function g(z) are compatible
with postulate 9. It follows from postulate 9 that for any A > 0 and x > 0 we

have

I(P{Q™*}/Q*{Q™*};U) = I(P/Q;U) + p — . (3:4)

Thus putting g — A = y, we see that for an arbitrary real y, we have

= Pk - Pk
;.Z ugprg(log, q_k + v) kZ uxprg(log, E;)
= c=1 % =1 c
: = = g = + y. (3.5)
> UkPk 3 urpk
k=1 k=1
If n'ukpk - = Wy and 10g2 Pk = T, for kb = 1, R0 gn, (3.6)
Z Uk Pk 2
k=1

n
then Wy, Wa,...,W, is a sequence of positive numbers such that )6 Wy =1
k=1
and z,,27,...,Z, is any sequence of real numbers.
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On substituting (3.6) in (3.5) we have

g-l

ZVVL-Q(-’L‘k + y)] 2 g [Z Wkg(mk):l + 9. (3.7)
k=1

k==

If
9y(2) = 9(z + 9), (3.8)

then (3.7) can be expressed in the following form

Zwkgy(xk)] = g lZWkg(mk)] : (3.9)
k=1

k=1

g”

It implies that g(z) and g,(z) generate the same mean value and this is possible
only if g,(2) is a linear function of g(z) refer (Theorem 8[3]) i.e. there exists

constants a(y) # 0 and b(y) such that

9y(z) = g(z +y) = a(y)g(z) + b(y). (3.10)

Without restricting the generality we may suppose ¢g(0) = 0. Thus we obtain

b(y) = g(y) and
| 9z +y) = a(y)g(z) + g(y). (3.11)

Since (3.11) is true for any 2 and y therefore we may interchange the roles of z

and y. Thus we get
9(z +y) = a(z)g(y) + 9(). (3.12)

If z # 0 and y # 0.then (3.11) and (3.12) together give

a(y)—1  a(z)-1

sl - ga  we

It implies

a(z) - 1=K g(z), (3.13)

for all real z. Two cases arise:



CHARACTERIZAION OF USEFUL INFORMATION MEASURES 391

Case (i). When K = 0, (3.13) gives a(z) = 1 and from (3.11) we obtain

o(z +9) = 9(z) + 9(v), | (3.14)

which is Cauchy’s functional equation and has the solution g(z) = cz, where

¢ # 0 is a constant. In this case from (3.3) we have

> uppi log, 1‘;‘:‘
I(P/Q;U) = &=

n
> vy
j=1

Cases (ii). When K # 0, the substitution of (3.13) into (3.11) yields
a(z +y) = a(z)a(y), (3.15)

for any real z and y.
Now (3.13) shows that a(z) is monotonic and so from (3.15) it follows that

a(z) is an exponential function and can be written in the following form:
a(z) = 20717 (3.16)

where a > 0 (# 1) and ¢ # 0 are constants. It follows from (3.13) that

c2(e-1z _

glz) = T ’ (3.17)

On substituting (3.17) in (3.3) we obtain (1.6), thus we have proved a thcorem:

Theorem 2. The useful relative information measures satisfying postulates

6 to 10 are only of the form given by (1.5) and (1.6).

4. Comparison Theorems

Let P* = (pf,p%,...,P%), pi > 0 for a > 0, be the power distribution of p.
We shall derive a comparison result involving the useful information measure of

order « given by (1.3).
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Theorem 3. With the usual notations the following inequality holds:

HP%U) L ala(P;U) for w2, (4.1)

Proof. We have the inequality (refer Beckenbach and Bellman [2]; p.17)

n

> ajb; > ajbjloga;
3=1 7=1
> bj
i=1

< ; (4.2)

log =
2 a;bj
J=1

for a; > 0 and b; > 0, with equality iff all a;-s are equal.
Setting a; = p;-’”l and b; = u;pj, uj, p; > 0 for each j, in (4.2) we get

n n
> upf X up§ logpyT
lo = g d=
g = n
2 Ujp; 2 up5
J=1 2=
or
n
Z:lqu? n
J:
log 57— < (= 1)) u;p¢ logp;
Z Ujipj =1
Jj=1
or
n
> uip
1 =1 1 &
log — L =H PP
a-—1 lo%
Z HiPj
=1
or

I P*U) £ ol [ Pll'),

Hence the theorem is proved.
Lt U% = (45,88 .o ytiD)s uy > 0 for @ > 0, be the power distribution of
U. Then (1.3) becomes

L(P;U®) = (4.3)
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Now we shall obtain a comparison result involving ‘useful’ information measure
of order o of power distribution U* and ‘useful’ information measure H(P;U) =

—2°~1 5™ (u;p;)*logp; of type a(> 0) studied by Hooda and Tuteja [4].
i=1 '

Theorem 4. With usual notations the following inequality holds:
I*(P;U) < Usl(P;U), a>0, (4.4)

n
a—lE : o, o
i=1

where {75

a—1

Proof. Setting a; = p;~" and b; = ufpj, uj,p; > 0, in the inequality (4.2)

we get
S ugps 3 ugptlogpl~t
£ A0S =arhe j
log <&
2 uip; 2 uip§
J=1 Jj=1
Or ; .
j; uipf  (a—1) JZ_)I u§ pj logp;
log — < —
2 P PI
or " -
. Xups 277 X ufpflogp
-
> uip; 20-1 3 udpd
Jj=1 Jj=1
or
a -
I(P;U®) > I*(p; U)
Ua
or

(P U) £ ULl Ps U™,

which is (4.4). This completes the proof.
Corollary. If u; =1 for each j, then

I.(P) < U o1 P, (4.5)
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—_— n -
where Uy = 2271 Y p%. This is a comparison result between Renyi’s [6] entropy
i=1
and the generalized entropy studied by Sharma and Taneja [8].
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