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#### Abstract

Albstract. We use a Newton-like iteration to solve the nonlinear operator equation in a Banach space. The basic assumption is that the Fréchet-derivative of the nonlinear operator is Hölder continuous on some open ball centered at the initial guess. Under natural assumptions, we prove linear convergence of the iteration to a locally unique solution of the nonlinear equation.


Introduction. We introduce the Newton-like iteration

$$
\begin{equation*}
x_{n+1}=x_{n}-F^{\prime}\left(y_{n}\right)^{-1} F\left(x_{n}\right), \quad n=0,1,2, \ldots \tag{1}
\end{equation*}
$$

to solve the equation

$$
\begin{equation*}
F(x)=0 \tag{2}
\end{equation*}
$$

where $F$ is a nonlinear operator on a Banach space $X$. Here we assume that the Fréchet derivative $F^{\prime}(x)$ of $F$ is Hölder continuous on some ball

$$
U\left(x_{0}, r_{0}\right)=\left\{x \in X \mid\left\|x-x_{0}\right\|<r_{0}\right\}, \quad r_{0}>0
$$

The point $x_{0} \in x$ and the arbitrary points $y_{n}, n=0,1,2, \ldots$ are chosen sufficiently close to the desired solution. Then under natural assumptions we . Received May 19, 1989.
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show that (1) converges linearly to a unique solution $x^{*}$ of (2) in $U\left(x_{0}, r\right)$ for some $r>0$.

Note that for $y_{n}=x_{n}$ we obtain Newton's iteration, whereas for $y_{n}=x_{0}$ we obtain the modified one. The computer will determine the $y_{n}$ 's as to minimize the effort each time.

Here is an incomplete list of the usual assumptions for the convergence of (1) to a solution of (2):
(a) the existence and boundedness of the second Fréchet derivative of $F$ (see, ex. [2], [3] and [4]).
(b) The assumption of analyticity which eliminates explicit mention of the second derivative [7].
(c) The case when the first Fréchet derivative of $F$ satisfies a Lipschitz condition. (See, ex. [5], [6] and the references there.)

Finally,
(d) various other assumptions mainly based on the possibility of replacing $F^{\prime}\left(x_{n}\right)^{-1}$ with a sequence of linear operators which are "close" in some sense to $F^{\prime}\left(x_{n}\right)^{-1}, n=0,1,2, \ldots$. (See, ex. [5], [6] and the references there.)

We will need the following definition.
Definition. We assume that $F$ is once Fréchet-differentiable [2] and $F^{\prime}(x)$ is the first Fréchet-derivative at a point $x \in X$. It is well known that $F^{\prime}(x) \in L(x)$, the space of bounded linear operators from $X$ to $X$. We say that the Fréchetderivative $F^{\prime}(x)$ is Hölder continuous over a domain $D \subset X$ if for some $c>0$, $p \in[0,1]$, and all $x, y \in D$,

$$
\begin{equation*}
\left\|F^{\prime}(x)-F^{\prime}(y)\right\| \leq c\|x-y\|^{P} \tag{3}
\end{equation*}
$$

From now on we will find it more convenient to assume that $D=U\left(x_{0}, r_{0}\right)$ for some fixed $x_{0} \in x$ and $r_{0}>0$.

Lemma. Let $F^{\prime}(x)$ be Hölder continuous on $U\left(x_{0}, r_{0}\right)$ for some $x_{0}, r_{0}, p$ such that $x_{0} \in x, r_{0}>0$ and $p \in[0,1]$. Suppose that $F^{\prime}\left(x_{0}\right)$ has a bounded inverse. For any $b_{0}>\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\|$, there is a number $r_{3} \leq \min \left\{1, r_{0}\right\}$ such that:
(a) If $x \in U\left(x_{0}, r_{3}\right)$, then the linear operator $F^{\prime}(x)$ has bounded inverse and

$$
\begin{equation*}
\left\|F^{\prime}(x)^{-1}\right\|<b_{0} \tag{4}
\end{equation*}
$$

(b) if $x_{i} \in U\left(x_{0}, r_{3}\right), i=1,2,3$ then

$$
\begin{equation*}
\left\|F\left(x_{1}\right)-F\left(x_{2}\right)-F^{\prime}\left(x_{3}\right)\left(x_{1}-x_{2}\right)\right\| \leq \frac{1}{2 b_{0}}\left\|x_{1}-x_{2}\right\| \tag{5}
\end{equation*}
$$

Proof. (a) If $x \in U\left(x_{0}, r_{0}\right)$, then

$$
\left\|F^{\prime}(x)-F^{\prime}\left(x_{0}\right)\right\| \leq c\left\|x-x_{0}\right\|^{p}
$$

Choose $r_{1}>0$ such that

$$
0<r_{1} \leq \min \left(r_{0},\left(\frac{1}{4 b_{0} c}\right)^{1 / p}\right)
$$

then if $x \in U\left(x_{0}, r_{1}\right)$

$$
\left\|F^{\prime}(x)-F^{\prime}\left(x_{0}\right)\right\| \leq c\left\|x-x_{0}\right\|^{p} \leq c r_{1}^{p} \leq \frac{1}{4 b_{0}}
$$

Since,

$$
\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \cdot\left\|F^{\prime}(x)-F^{\prime}\left(x_{0}\right)\right\|<b_{0} \cdot \frac{1}{4 b_{0}}<1
$$

by the Banach lemma $F^{\prime}(x)$ has a bounded inverse for $x \in U\left(x_{0}, r_{1}\right)$. Therefore, there exists an $r_{2}>0$, with

$$
0<r_{2} \leq r_{1}
$$

such that if $x \in U\left(x_{0}, r_{2}\right)$, then $\left\|F^{\prime}(x)^{-1}\right\|<b_{0}$.
That proves (4).
(b) If $r_{3}=\min \left\{1, r_{2}\right\}$ and $x_{i} \in U\left(x_{0}, r_{3}\right), i=1,2,3$, we first have

$$
\begin{aligned}
& F\left(x_{1}\right)-F\left(x_{2}\right)-F^{\prime}\left(x_{3}\right)\left(x_{1}-x_{2}\right) \\
= & \left(F\left(x_{1}\right)-F\left(x_{2}\right)-F^{\prime}\left(x_{0}\right)\left(x_{1}-x_{2}\right)\right)+\left(F^{\prime}\left(x_{0}\right)-F^{\prime}\left(x_{3}\right)\right)\left(x_{1}-x_{2}\right) \\
= & \int_{0}^{1}\left(F^{\prime}\left[t x_{1}+(1-t) x_{2}\right]-F^{\prime}\left(x_{0}\right)\right)\left(x_{1}-x_{2}\right) d t+\left(F^{\prime}\left(x_{0}\right)-F^{\prime}\left(x_{3}\right)\right)\left(x_{1}-x_{2}\right)
\end{aligned}
$$

But,

$$
\begin{align*}
\left\|\int_{0}^{1}\left(F^{\prime}\left[t x_{1}+(1-t) x_{2}\right]-F^{\prime}\left(x_{0}\right)\right)\left(x_{1}-x_{2}\right) d t\right\| & \leq c r_{3}{ }^{p}\left\|x_{1}-x_{2}\right\| \\
& \leq \frac{1}{4 b_{0}}\left\|x_{1}-x_{2}\right\| \tag{6}
\end{align*}
$$

and

$$
\begin{aligned}
\left\|\left(F^{\prime}\left(x_{0}\right)-F^{\prime}\left(x_{3}\right)\right)\left(x_{1}-x_{2}\right)\right\| & \leq c r_{3}^{p}\left\|x_{1}-x_{2}\right\| \\
& \leq \frac{1}{4 b_{0}}\left\|x_{1}-x_{2}\right\|
\end{aligned}
$$

Therefore,

$$
\left\|F\left(x_{1}\right)-F\left(x_{2}\right)-F^{\prime}\left(x_{3}\right)\left(x_{1}-x_{2}\right)\right\| \leq \frac{1}{2 b_{0}}\left\|x_{1}-x_{2}\right\|
$$

That proves (5) and completes the proof of the lemma.
We now state and prove the main result.
Theorem. Let $F^{\prime}(x)$ be Hölder continuous on $U\left(x_{0}, r_{3}\right)$, where $r_{3}$ is defined in the lemma. Suppose that $x_{0} \in X$ is such that $F^{\prime}\left(x_{0}\right)$ has an inverse satisfying $\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\|<b_{0}<\infty$ and

$$
\left\|F\left(x_{0}\right)\right\|<\frac{r_{3}}{2 b_{0}}
$$

Let $y_{n}$ be arbitrary points such that $y_{n} \in U\left(x_{0}, r_{3}\right), n=0,1,2, \ldots$
Then the iteration $\left[x_{n}\right]$, given by

$$
x_{n+1}=x_{n}-\left(F^{\prime}\left(y_{n}\right)\right)^{-1} F\left(x_{n}\right), \quad n=0,1,2, \ldots
$$

converges to a unique solution $x^{*}$ of (2) in $U\left(x_{0}, r_{3}\right)$.
Moreover, the following estimate holds

$$
\begin{equation*}
\left\|x_{n}-x^{*}\right\|<2^{-n} r_{3}, \quad n=0,1,2, \ldots \tag{7}
\end{equation*}
$$

Proof. Using (1) for $y_{0}=x_{0}$ we obtain $\left\|x_{1}-x_{0}\right\|=\left\|F^{\prime}\left(x_{0}\right)^{-1} F\left(x_{0}\right)\right\| \leq\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\| \cdot\left\|F\left(x_{0}\right)\right\| \leq b_{0}\left\|F\left(x_{0}\right)\right\|<\frac{r_{3}}{2}$.

By (5) and the identity

$$
F\left(x_{1}\right)=F\left(x_{1}\right)-F\left(x_{0}\right)-F^{\prime}\left(y_{0}\right)\left(x_{1}-x_{0}\right)
$$

we get

$$
\left\|F\left(x_{1}\right)\right\| \leq \frac{1}{2 b_{0}}\left\|x_{1}-x_{0}\right\|
$$

Claim. Suppose that $x_{i}, i=1,2, \ldots, n$ have been chosen such that

$$
\begin{gather*}
\left\|x_{i}-x_{0}\right\|<r_{3}  \tag{8}\\
\left\|x_{i}-x_{i-1}\right\| \leq b_{0}\left\|F\left(x_{i-1}\right)\right\| \tag{9}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|F\left(x_{i}\right)\right\| \leq \frac{1}{2 b_{0}}\left\|x_{i}-x_{i-1}\right\| \tag{10}
\end{equation*}
$$

Then, (8), (9) and (10) hold for $i=1,2,3, \ldots, n, \ldots$.
By (4), we have

$$
\begin{equation*}
\left\|x_{n+1}-x_{n}\right\| \leq b_{0}\left\|F\left(x_{n}\right)\right\|<\frac{1}{2}\left\|x_{n}-x_{n-1}\right\| \tag{11}
\end{equation*}
$$

that proves (9). Also, by (11)

$$
\begin{aligned}
\left\|x_{n+1}-x_{0}\right\| & \leq\left\{\sum_{i=0}^{n} 2^{-i}\right\}\left\|x_{1}-x_{0}\right\| \\
& <\left\{1-2^{-(n+1)}\right\} r_{3}<r_{3}
\end{aligned}
$$

which proves (8).
Moreover, using (5) and

$$
F\left(x_{n+1}\right)=F\left(x_{n+1}\right)-F\left(x_{n}\right)-F^{\prime}\left(y_{n}\right)\left(x_{n+1}-x_{n}\right),
$$

we obtain

$$
\left\|F\left(x_{n+1}\right)\right\| \leq \frac{1}{2 b_{0}}\left\|x_{n+1}-x_{n}\right\|
$$

which proves (10). The claim is now proved.
Let $n, q$ be two integers, then

$$
\begin{aligned}
\left\|x_{n+p}-x_{n}\right\| & \leq \sum_{j=1}^{q}\left\|x_{n+j}-x_{n+j-1}\right\| \\
& \leq b_{0}\left\|F\left(x_{0}\right)\right\| \cdot 2^{-n}\left\{\sum_{j=0}^{q-1} 2^{-j}\right\}<2^{-n} r_{3}
\end{aligned}
$$

Therefore, $\left\{x_{n}\right\}, n=0,1,2, \ldots$ constitutes a Cauchy sequence in a Banach space and as such it converges to some $x^{*} \in X$. By (8) and (10) respectively, we get

$$
\left\|x^{*}-x_{0}\right\| \leq r_{3}
$$

and

$$
F\left(x^{*}\right)=0
$$

Finally, to show that $x^{*}$ is the unique solution of (2) in $U\left(x_{0}, r_{3}\right)$ let us assume that $x_{1}^{*}$ is another solution of (2) in $U\left(x_{0}, r_{3}\right)$, with $x^{*} \neq x_{1}^{*}$. Then

$$
\begin{aligned}
\left\|x^{*}-x_{1}^{*}\right\|=\left\|F^{\prime}\left(x_{0}\right)^{-1} F^{\prime}\left(x_{0}\right)\left(x^{*}-x_{1}^{*}\right)\right\| & \leq b_{0}\left\|F^{\prime}\left(x_{0}\right)\left(x^{*}-x_{1}^{*}\right)\right\| \\
& \leq \frac{1}{2}\left\|x^{*}-x_{1}^{*}\right\|
\end{aligned}
$$

which contradicts the assumption $x^{*} \neq x_{1}^{*}$.
Therefore, $x^{*}=x_{1}^{*}$. Letting $q \rightarrow \infty$ in (12), we obtain (7) and that completes the proof of the theorem.

If $y_{n}=x_{0}, n=0,1,2, \ldots$, (1) reduces to the modified Newton's iteration which requires the evaluation of the same inverse $F^{\prime}\left(x_{0}\right)^{-1}$ at each step of the iteration.

However, if $y_{n} \neq x_{0}$, (1) requires the evaluation of the inverse operators $F^{\prime}\left(y_{n}\right)^{-1}, n=0,1,2, \ldots$ at each step, which constitutes a difficult task in general.

A usual alternative is then to find a sequence of bounded linear operators $L_{n}, n=0,1,2, \ldots$, such that

$$
\left\|L_{n}-F^{\prime}\left(x_{0}\right)\right\|<\frac{1}{4 b_{0}}
$$

and

$$
\left\|L_{n}^{-1}\right\|<b_{0}
$$

Following the proof of the above theorem, we can then easily show that the iteration

$$
\begin{equation*}
x_{n+1}=x_{n}-L_{n}^{-1} F\left(x_{n}\right), \quad n=0,1,2, \ldots \tag{13}
\end{equation*}
$$

converges to a solution $x^{*}$ of (2).
One can refer to [5], [6] and the references there for an extensive analysis of iterations like (13).

Some of the results in [1] (especially Theorems 1 and 2) are similar to ours for $p=1$ only. However, the results there cannot be applied here for $p \neq 1$.

The motivation for the introduction of an interation like (1) when $F^{\prime}(x)$ is Holder continuous on some open ball is due to the existence of problems like the one illustrated in the example.

Example. Consider the differential equation

$$
\begin{gather*}
x^{\prime \prime}+x^{1+p}=0, \quad p \in[0,1]  \tag{14}\\
x(0)=x(1)=0 .
\end{gather*}
$$

We divide the interval $[0,1]$ into $n$ subintervals and we set $h=\frac{1}{n}$. Let $\left\{v_{k}\right\}$ be the points of subdivision with

$$
0=v_{0}<v_{1}<\ldots<v_{n}=1
$$

A standard approximation for the second derivative is given by

$$
x_{i}^{\prime \prime}=\frac{x_{i-1}-2 x_{i}+x_{i+1}}{h^{2}}, x_{i}=x\left(v_{i}\right), \quad i=1,2, \ldots, n-1
$$

Take $x_{0}=x_{n}=0$ and define the operator $F: \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1}$ by

$$
\begin{equation*}
F(x)=H(x)+h^{2} \varphi(x) \tag{15}
\end{equation*}
$$

$$
\begin{gathered}
H=\left[\begin{array}{cccc}
2 & -1 & & \\
-1 \cdot & 2 \cdot & \cdot & \\
& \cdot & \cdot & -1 \\
0 & & \cdot & \cdot \\
& & \\
& \\
\varphi(x)=\left[\begin{array}{c}
x_{1}^{1+p} \\
x_{2}^{1+p} \\
\cdot \\
\cdot \\
\cdot \\
x_{n-1}^{1+p}
\end{array}\right]
\end{array},\right.
\end{gathered}
$$

and

$$
x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{n-1}
\end{array}\right]
$$

Then

$$
F^{\prime}(x)=H+h^{2}(p+1)\left[\begin{array}{cccccc}
x_{1}^{p} & & & & & 0 \\
& & x_{2}^{p} & & & \\
& & & \cdot & & \\
& & & & & \\
& 0 & & & & \\
& & & & & x_{n-1}^{p}
\end{array}\right]
$$

Newton's method cannot be applied to the equation

$$
\begin{equation*}
F(x)=0 \tag{16}
\end{equation*}
$$

We may not be able to evaluate the second Fréchet-derivative since it would involve the evaluation of quantities of the form $x_{i}^{-p}$ and they may not exist.

Let $x \in \mathbb{R}^{n-1}, H \in \mathbb{R}^{n-1} \times \mathbb{R}^{n-1}$ and define the norms of $x$ and $H$ by

$$
\begin{gathered}
\|x\|=\max _{1 \leq j \leq n-1}\left|x_{j}\right| \\
\|H\|=\max _{1 \leq j \leq n-1} \sum_{k=1}^{n-1}\left|h_{j k}\right|
\end{gathered}
$$

For all $x, z \in \mathbb{R}^{n-1}$ for which $\left|x_{i}\right|>0,\left|z_{i}\right|>0, i=1,2, \ldots, n-1$ we obtain, for $p=\frac{1}{2}$ say,

$$
\begin{aligned}
\left\|F^{\prime}(x)-F^{\prime}(z)\right\| & =\left\|\operatorname{diag}\left\{\left(1+\frac{1}{2}\right) h^{2}\left(x_{j}^{1 / 2}-z_{j}^{1 / 2}\right)\right\}\right\| \\
& =\frac{3}{2} h^{2} \max _{1 \leq j \leq n-1}\left|x_{j}^{1 / 2}-z_{j}^{1 / 2}\right| \leq \frac{3}{2} h^{2}\left[\max \left|x_{j}-z_{j}\right|\right]^{1 / 2} \\
& =\frac{3}{2} h^{2}\|x-z\|^{1 / 2}
\end{aligned}
$$

Therefore, under the assumptions of the theorem, iteration (1) will converge to the solution $x^{*}$ of (16).
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