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COMPETITION IN THE GRADOSTAT FOR THE CASE OF 
THREE VESSELS AND THREE POPULATIONS 

H. EL-OWAIDY, A.A. AMMAR AND 0.A. EL-LEITHY 

1. Introduction 
Continuous culture of microorganisms using the chemostat is an important technique in 
microbiology and population biology used to study properties of population growth and 
interactions among microorganisms. The chemostat is an ecosystem model,representing 
a simple lake, where competition can be studied experimentally [3], computationally 
[13], and analytically [4), [6), [7). In its simplest form, the chemostat, consists of several 
populations of microorganisms competing for a single limiting nutrient. 

Substrate concentration in many ecosystems is however, not homogeneous, and in 
many cases it occurs in gradients. To study such microbial ecosystems, Lovitt and 
Wimpenny [9], [15] devised a concentration of chemostats-called a gradostat-consisting 
of a series of chemostats in which the adjacent vessels are linked together. 

The competition in the gradostat has been analyzed in [8), for the case of two vessels 
and two populations. In this paper, we extend such analysis for the case of three vessels 
and three populations. The mathematical arguments presented are a combination of 
computational ones and geometric ones. 

The model is described as a system of twelve nonlinear differential equations in 
Section 2. The omega limit set lies in a nine dimensional set, so it is sufficient to work 
there. The set of equilibrium ( also closed critical points, rest points or steady and these 
names are used interchangeably in this paper) of this system, in Section 3. In section 4 
we investigate the steady state, first, with one population, since it is necessary to study 
the flow on the boundary. Simple geometric arguments are used. In section 5 we will 
investigate the stability of the rest points. The size of the variational matrix, 9 x 9, makes 
the computation difficult. 

2. The Model 

The system we will analyze consists of three chemostats, such that the adjacent vessels 
are connected. The derivation for chemostats and the general gradostat can be found 
in many literatures such as [4], [9], [14], [15]. The basic property is that transport rates 
and the volumes are constant, so the rate of transports between contiguous vessels, as 
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well as, the flow rates out of each vessel are all the same. Moreover, in order to keep the 
volume constant, one assumes the addition of mediumwithout the limiting nutrient-in 
the right hand vessel. 

For each i, i = 1, 2, 3; let Si(t), ui(t), vi(t), fi(t), be respectively the concentration 
of the substrate (nutrient) and of the three populations ofcompeting microorganisms in 
the ith vessel at time t, the model equations are: 

s~ = (si-1 - 2si + Si+1)D - fu(si)u;/yu - fv(si)v;/yv - ft(si)f;/yt 
u~ = (ui-1 - 2u; + Ui+1)D + fu(si)u;, 
v~ = (vi-1 - 2vi + Vi+1)D + fv(si)vi, 
f~ = (li-1 - 2£; + fi+i)D + ft(si)fi,. 
So = s0' S4 = U4 = V4 = £4 = 0, Uo = Vo = lo = 0, 
si(O) 2: 0, ui(O) 2: 0, vi(O) 2: 0, f;(O) 2: O; i = 1, 2, 3. 

(2.1) 

The functions 

( ) muSi ( ) mvSi ( ) mtSi . fu Si = , fv Si = , and ft Si = , i = l, 2, 3, 
au + Si av + Si al + Si 

are the usual Michaelis-Menten response terms. s0 is the constant input concentration 
of the limiting nutrient. D is the constant washout rate. au, av, at are positive con­ 
stants which are the Michaelis-Menten constants for the u, v, f populations while the 
constants mu, mv, mt are the corresponding maximal growth rates, and Yu, Yv, Yt are the 
corresponding yield constants. 

The variables in the above system may rescaled by measuring s, u, v and £, respec­ 
tively, in units of s0,s0yu,s0yv and s0yf.. Moreover, D may be scaled out. The ~ystem 
takes the form: 

s~ = 1- 2s1 + s2 - /u(s1)u1 - fv(s1)v1 - ft(si)l1, 
s; = S1 - 2s2 + s3 - fu(s2)u2 - fv(s2)v2 - h(s2)f2, 
s; = s2 - 2s3 - /u(s3)u3 - fv(s3)V3 - ft(s3)£3, 
u; = -2u1 + u2 + fu(si)u1, 
u; = u1 - 2u2 + u3 + fu(s2)u2, 
u; = u2 - 2u3 + fu(s3)u3, 
v~ = -2v1 + V2 + fv(s1)v1, 
v; = V1 - 2v2 + V3 + fv(s2)v2, 
v~ = v2 - 2v3 + fv(s3)v3, 
l~ = -2£1 + £2 + ft.(s1)f1, 
t; = £1 - 2£2 + £3 + ft(s2)f2, 
t; = R.2 - 2£3 + h(s3)£3, 
Si(O) 2: 0, Ui(O) 2: 0, Vi(O) 2: 0, R.i(O) 2: O; i = 1, 2, 3. 

(2.2) 
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It is clear that the a's and m's have changed their biological meaning although the 
new f's have the same form as those in (2.1). We analyze the system (2.2). Let R+ be 
the closed nonnegative cone. 

R+ = { X E Rn : Xi ~ 0, i = l, ... , n} 

and let 
Rr = { x E Rn : Xi > 0, i = l, ... , n} 

be the open positive cone. 

Lemma 2.1 (i) Rt2 is positively invariant under the solution map of (2.2). 

(ii) Solutions of (2.2) are uniformly asymptotically bounded as t --+ oo, i.e. the 
system (2.2) is dissipative. In fact, 

lim s1(t) + u1(t) + v1(t) + f1(t) = 3/4 
t-+OO 

lim s2(t) + u2(t) + v2(t) + f2(t) = 1/2 
t-+OO 

lim ss(t) + us(t) + vs(t) + fs(t) = 1/4. 
t-+OO 

Moreover, the set: 

f = {(s1, S2, S3, U1, U2, U3, V1, V2, V3, f1, f.2, fs) 
E Rt2 I S1 + U1 + V1 + £1 = 3/4, S2 + U2 + V2 + f.2 = 1/2, S3 + U3 + V3 + f.3 = 1/4} 

is positively invariant. 
Proof. (i) and (ii) since the argument are quite standard, we omit the details, save 

to note that if Zi(t) = Si(t) + ui(t) + Vi(t) + fi(t); i = 1, 2, 3; then 

z~ = 1 - 2z1 + z2 
z~ = z1 - 2z2 + z3 
z; = z2 - 2za 

Rewrite the equation (2.3) in vector form: 

z' =AZ+ e, z(O) ~ 0 

(2.3) 

where 

The eigenvalues of A are: 

Since all the eigenvalues are negative, the solution z(t) of the initial value problem is 
bounded and asymptotically approach the steady state, -A-1e, and so the result follows. 
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Lemma 2.1 Suggests that the omega limit set of any trajectory is nonempty, com­ 
pact, connected and contained in f. We look for first to analyze the flow on the omega 
limit set of (2.2) because every trajectory asymptotic to its omega limit set. The trajec­ 
tories in the omega limit set satisfy 

u; = Ui-1 - 2ui + ui+l + fu((I - £) - Ui - Vi - li)Ui, 
v~ = v· 1 - 2v· + V·+1 + I ((I - .!.) - U· - V· - l·)v· I J- I I JV 4 I I I I I 

l~ - f.· 1 - 2t· + l·+1 + Ft((l - .!.) - u· - v· - l·)l· I - 1- I I J, 4 I I I IJ (2.4) 

Uo = Vo = lo = 0 . U4 = V4 = £4, 
Ui(O) 2:: 0, Vi(O) 2:: 0, ii(O) > 0, i = 1, 2, 3; 
3 1 1 . 
- - U1 - V1 - £1 > 0 - - u2 - V2 - l2 > 0 and - - U3 - V3 - £3 > 0. 4 -'2 - 4 - 

3. The Critical Set 

We will first search for the equilibrium points for the full system (2.2) and deduce what 
is needed for (2.2). 

Lemma 3.1 Let (si,s2,s3,ui,u2,u3,vi,v2,v3,li,l2,l3) be a rest point of (2.2) 
such that 2 - fu(st) > 0, 2 - fv(s:) > 0 and 2 - ft(s;) > 0, i = 1, 2, 3. 
(i) ui >. 0 if and only if u2 > 0 and u; > 0 vt > 0 if and only if v; > 0 and v3 > 0 

li > 0 if and only if l2 > 0 and £3 > 0 

{ii} fu(si) > fu(si) > fu(sj) 
fv(si) > fv(si) > fv(sj) 
fe(si) > ft(si) > ft(s3) 

(iii) If ui > 0, 
(2 - /u(si))(2 - fu(si))(2 - fu(sj)) + fu(si) + fu(sj) = 4 

{iv) If vi > 0, 
(2 - /v(si))(2 - fv(si))(2- fv(sj)) + fv(si) + fv(sj) = 4. 

(v) If R.i > 0, 
(2 - ft(si))(2 - ft(s2))(2 - ft(sj)) + ft(si) + ft(s3) = 4. 
Proof. Since the statements are quite, we point out the basics for ut-the facts for 

v; and t.; follow similarly. The first three statements in (i) follow directly from the 
equations for u;, v; and t;. The third equation in (2.2) at equilibrium yields: 

s; - 2s; = fu(s;)u; + fv(s3)vi + ft(si)li > 0 
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then 
(3.1) 

Similarly, the second equation in (2.2) at equilibrium yields: 

hence, 
(3.2) 

From (3.1) and (3.2), we get: 
* * * S1 > S2 > S3 

Direct substitution into the equations in (2.2) represents that s3 cannot be zero. Since 
fu is monotone increasing (ii) follows. 

To prove (iii), from equations (2.2), notice that the following homogeneous equations: 

u2 - (2 - /u(si))ui = 0 
ui + u; - (2 - fu(s2))u2 = 0 
u2 - (2 - fu(s;))u; = 0 (3.4) 

are linear in ui, u2, u3. If ut > 0, i = 1, 2, 3; the determinant of the coefficient matrix of 
equations (3.4) must equal to zero. From (i), it follows that: 

(2 - /u(si))(2 - fu(s2))(2 - fu(s;)) + fu(si) + fu(s;) = 4. 
This completes the proof of the lemma. 

It is clear that there is a critical point of the form: 

3 1 1 (4, 2' 4'0,0,0,0,0,0) 

Also, there exist some rest points (in sight of Lemma 3.l(i)) of the form 

and 
(s1,s2,sa,O,O,O,O,O,O,i1,i2,ia) 

with all nonzero positive components. Each of these corresponds to the case of one 
organism in the gradostat. The existence of such points and their (global) stability has 
been studied analytically for n vessels by Tang [12]. But those statements are conditioned 
in terms of the parameter D which we have scaled out. We will obtain their existence 
on geometric grounds. 
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4. The System with a Single Species 

To analyze the system (2.4) it is necessary to study the flow on the boundary, hence we 
begin to investigate the rest points with one population. Such analysis can be found in 
Tang [12] but with n, vessels. In the case of three vessels, we will use simple geometric 
arguments which will be useful later. 

If one of the competitors is absent the system (2.4) takes the form (e.g. set Vi = 
0, .ei = 0, i = 1, 2, 3): 

u; = -2u1 + u2 + fu(~ - u1)u1, 

u~ = u1 - 2u2 + u3 + fu(~ - u2)u2, 
u; = u2 - 2u3 + fu(}- u3)u3. (4.1) 

Define 
O'.i(z) = 2- /u((l - ~)- z), i = 1,2,3. (4.2) 

Let us assume that the system ( 4.1) has at least one simple steady state E 
( u1, u2, fis) in the interior of the first octant, i.e. the equations: 

u2 - 01 ( ui)u1 = 0 
u1 + u3 - 02(u2)u2 = 0 
U2 - 03( U3 )u3 = 0 

have at least one simple solution (it1, u2, u3) with. ui > 0, i = 1, 2, 3. This equivalent to 
the assumption that the determinant of the variational matrix, Ju of ( 4.1) at ( u1, it2, u3) 
is not zero, i.e., 

<let lu = /31 + /33 - [a1a2/J3 + 0103/32 + a2oa/J1 + 01/32/33 
+ 02/31/33 + os/31/32 + /31/32/3a] # 0 (4.3) 

where 

(4.4) 

and a:s are defined in ( 4.2) with z = Ui, i = I, 2, 3, 
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The characteristic equation is: 

(4.5) 

where 

P1(u) = 01 + 02 + 03 + /31 + /32 + /33 
P2(u) = (a2 + /J2)(a3 + /33) + (a1 + /Ji)(a2 + a3 + /32 + /33) - 2 
P3(u) = a1a2/J3 + a1a3/J2 + 0203/31 + 01/32/33 

+ 02/J1/J3 + 03/J1/J2 + /J1/J2/J3 - /31 - /33 (4.6) 

The assumption ( 4.3) implies that the equation ( 4.5) has no zero root. 
An equilibrium of a differential system·is called hyperbolic, see Hirsch and Smale [5, 

p.305] if its characteristic equation has no roots with zero real parts (the roots may be 
distinct or repeated). The linearization technique about a hyperbolic point determines 
the asymptotic behaviour of solutions near that point. Therefore, we assume that the 
roots Ai of ( 4.5) are not purely imaginary. 

The nature of the roots of the cubic equation (4.5) depends on the values 

M(u) = 2\(P2(u) - 1Pf(u))3 + }c227Pf(u) - }P1(u)P2(u) + P3(u))2 

= _!_Q3( ft)+ !(R( u) - P1( u) Q( u))2 
27 4 3 ' 

H(u) = P1(u)P2(u)- P3(u), 

Q(u) = P2(u) - iP;(u), 

R(u) = Ps(u)- 2~, 

where P1( u), .P2( u) and P3( u) are given by ( 4.6) (see for example Reyn [10]). 
Three distinct real roots of (4.5) occur when M(u) < 0, one real and two complex 

roots when M(u) > 0 and at least two coincidental roots when M(u) = 0. The vari­ 
ous signs of M ( u) lead to various nature and stability ( or instability) properties of the 
corresponding equilibrium E according to H(u) > 0 (or H(u) < 0) (see [I]). 

We will investigate the stability of the rest point E : ( '111, '112, ft3) in R+ n r where 
n = 3 in this section and n = 9 later. 

Lemma 4.1 The critical point E: (u1,u2,u3) with ui > 0, i = 1,2,3 is asymptoti­ 
cally stable if 

(4.7) 
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Proof. A set of necessary and sufficient conditions for all the roots of the cubic 
equation ( 4.5) to have negative real parts is, by the Routh-Hurwitz criterion, 

P1(ft) > 0, PJ(u) > 0 and H(u) > 0 (4.8) 

where H(il) = P1(u)P2(u)-P3(u) and Pi(ft)'sare defined in (4.6). Since ai(ui) > 0, i = 
1,2,3 (by Lemma 3.1) and /3i(ui), i = 1,2,3 are positive, then 

P1(u) > 0 
A rearrangement of the third equation in ( 4.6), yields 

P3( u) = a10:3/32 + a1/J2/J3 + a2/J1 /33 + 0:3/31/32 + /31 /32/33 
+ /33(a1a2 - 1) + /31(a2a3 - 1) 

It is clear that the right-hand side of ( 4.10) is positive if 0:10-2 2: 1 and a2a3 2: 1. 
H(u) = a1a2a3 + 2/31/32/33 + 2aa(a1 + a2)(/J1 + /32 + /Ja) 

+(<.ti+ /3i)(a2 + a3 + /32 + /33) 
+(a~+ /3i)(aa + /31 + /33) + a1/Ji 
+(a~+ /3~)(a1 + a2 + /31 + /32) 
+ a2(a1a2 - 2) + /31(2a1a2 - 1) 
+ 2/32(a1a2 - 1) + /33(2a1a2 - 1) 

(4.9) 

( 4.10) 

(4.11) 

Then If(u) > 0 if a1a2 ~ 2 since /3/s and a/s are positive. Hence, from (4.9), (4.10) 
and (4.11) that the criterion (4.8) holds if a1a2 2: 2 and a2a3 2: 1 are satisfied. This 
completes the proof of the Lemma. 

Re1nark 4.1 The investigation of the conditions under which the equilibrium point 
E : ( u1, ft2, u3)> u/s > 0 is unstable using the Routh-Hurwitz criterion ( 4.8) is impossible 
since (4.8) fails if and only if ai( ui) < 0 which contradicts with lemma 3.1. 

The stability ( or instability) conditions of the origin (0, 0, 0) can be found by using 
the Routh-Hurwitz criterion as follows: 

The variational matrix lu has /Ji = 0, i = 1, 2, 3 at the origin so 

[

-a1(0) 
lu(0,0,0)= ~ 

The characteristic equation is 

where 

P1 (0) = a1(0) + a2(0) + aa(O), 
P2(0) = 0-1(0)0:2(0) + a1(0)a3(0) + a2(0)a3(0) - 2, 
P3(0) = a1(0)a2(0)a3(0) - a1 (0) - aa(O). 

(4.12) 

( 4.13) 
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Lemma 4.2 The origin (0, 0, 0) is asymptotically stable if 

oi(O) > 1, i = 1, 2, 3. ( 4.14) 

Proof. As in the proof of Lemma 4.1, the origin is asymptotically stable if and only 
if, by using the Routh-Hurwitz criterion, 

P1(0) > 0, Pa(O) > 0 and H(O) > 0 
where H(O) = P1(0)P2(0) - Ps(O) and Pi(O)'s are defined in (4.13). 

If Oi(O)'s > 1, P1(0) > 0 automatically hold and 
01(0)o2(0)oa(O) > 01(0) + 03(0). 

Moreover, H(O) > 0 if oi(O)'s > 1, since 
H(O) = of(O)o3(0) + o~(0)(~1(0)o3(0)) + o~(O)o:2(0) 

+ 01(0)(01(0)0:2(0) - 1) + 03(0)(o3(0)o1(0)- 1) 
+ 202(0)(01(0)03(0) - 1). 

This completes the proof of the_ lemma. 
Lemma 4.3 The origin (0, 0, 0) is unstable if 

{i) 0 < oi(O) < 1 or 
{ii} o:i(O) < 0, i = 1, 2, 3. 

Proof. 
(i) It is clear that Ps(O) < 0, if O < ai(O) ::; 1 
(ii) It is obvious that P1(0) < 0 if O:i(O) < 0. 

In each of the cases (i) and (ii) the Routh-Hurwitz criterion ( 4.15) fails then the 
origin (0, 0, 0) is unstable. This completes the proof of the lemma. 

(4.15) 

Lemma 4.4 The critical point E : ( u 1, u2, ua), Ui 's > 0 is the only nontrivial 
critical point in the first octant. 

Proof. Suppose there were two distinct rest point (u1, u2, u3), (u1, u2, u3) with 
'Ui > 0, 'Ui > 0, i = l, 2, 3. 

Assume that the labelling is such that ita ::; u3. Then, it follows that: 

it2 = 03(u3)u3::; os(iis)us = ii2. 
The equality holds ifua = u3. Then, if (it.1,u2,u3) # (u1,ii2,u3) it follows that: 

0 = 01(it.1)0:2(u2)0:3(it3) - o:1(it.i)- 03(u3) 
# o:1(ii1)02(ii2)03(u3) - a1(ui) - 03(ua) 
=0 

a contradiction. Thus, there is only one critical point in the interior of the positive cone. 
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Le111n1.a 4.5 If the origin (0, 0, 0) is unstable {i.e. ai(O) < 0 or O < ai(O) ~ 
1, i = 1, 2, 3) and if au + ( 1 - t) < 2ui, au > 1 then the nontrivial equilibrium point 
E: (u1, u2, u3) is asymptotically stable. 

Proof. From (4.2), 

(4.15) 

( 4.16) 

If ai(O) < 0, from ( 4.15) we obtain 

mu> 
2
au_ +2, i= 1,2,3 

1- .!. 4 

Using the inequality (4.17) and au+ (1- ~) < 2ui, au> 1, in (4.16), we have 

2au + 2(1- t) - 2ui + 2(i_(f/4) + l)(ui - (1- (i/4))) a·(u·) > · t ' ~ 
Ui 

( 4.17) 

- 1 - ( i/4) 
>1 

since 1 - (i/4) < 1, i = 1, 2, 3. Hence, the condition (4.7) is satisfied which establishes 
the stabiiity of the rest point E : ( u1, u2, u3). 

If Oci(O) ~ 1, from (4.15) we get: 

au 
mu 2 1 - (i/4) + 1 

Using (4.18) and au + (1 - ( i/4)) < 2ui, au > 1, in ( 4.16) we have 

( 
~ ) au - ( 1 - ( i / 4)) au + ( 1 - ( i / 4)) l 

Cti Ui > (1 - (i/4)) + Ui > 

( 4.18) 

since 1 - (i/4) < 1, i = 1,2,3. Therefore, the condition (4.7) is satisfied which proves 
the stability of steady state E : ( u1, u2, u3). This completes the proof of the lemma. 

Rer.r.1.m:k 4.2 Like lemmas apply to the equations for the v population, 

v; = -2v1 + V2 + fv(i- v1)v1 

v; = v1 - 2v2 + v3 + fv(i- v2)v2 
1 

v~ = v2 - 2v3 + fv(- - v3)V3 4 
( 4.19) 
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with Oi+a(z) = 2 - fv(I - (i/4) - z), replacing ai(z) in (4.2), i = I, 2, 3. 
And also for £ population, 

i; = -2i1 + i2 + h(!- f1)i1 
t; = R.1 - 2i2 +i3 + h(t- i2)i2 
,; = R.2 - 2£3 + ft(~ - £3)£3 

wiht o:Hs(z) = 2 - /t((l - {) - z) replacing ai(z) in ( 4.2), i = 1, 2, 3. 
5. The Stability of the Critical Points _ 

In this section, we will investigate the stability of the critical points for the system (2.4). 
The arguments are based on standard variational methods but the size of the variational 
matrix, 9 x 9, makes the computation not easy. The variational matrix for (2.4) is: 

fr'... 1' \ v. ) 

where each of Ai and Ci, i = I, 2, 3 is 3 x 3 matrix, 

(5.2) 

(5.3) 

a/sand /3/s are given by : 

i 
0:i = 2 - /u((l - 4) - Ui - Vi - ii), 

i 
Oi+3 = 2 - fv ( ( 1 - 4) - Ui - Vi - ii), 

i 
0:i+6 = 2 - ft((l - 4) - Ui - Vi - ii), 

aumuUi 
'Yi = . ' 

( au + ( 1 - i) - Ui - Vi - £i) 2 
avmvVi 

(5.4) 
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The a/s are the same quantities used in Section 4, z = Ui + Vi + £i, i = 1, 2, 3, if J is 
evaluated at a point 

and are positive if 

is a rest point (Lemma 3.1). 
Let E denote the rest point set of the system (2.4) in r. Let E0 denote the origin; 

E, (u1,u2,ua,O,O,O,O,O,O), u;'s>O; 
E, (O,O,O,v1,V2,v3,0,0,0), v;'s>O, 
E, (O,O,O,O,O,O,i1,i2,i3), i;'s > O; 
E*, (u1, u;, u;, vf, v;, v;, tr,~,~), 

uf,v[,ft > 0, i = 1,2,3. E0 

always exists, that is the case of all ecological systems. In Section 4, we have seen 
conditions for the existence of E, E. In this section, we give a (weak) necessary condition 
for E* to exist. 

Lemma 5.1 E = {E0} if and only if 

Oi(O) > 1, i = 1, ... , 9 
z. e. all trajectories with initial conditions in r tend to E0• 

Proof. From (5.4) and (5.3), the matrices Ci, i = 1, 2, 3 are zero matrices .at E0, 

so the variational matrix J, evaluated at E0 is: 

(5.5) 

( 

Ju(0,0,0) 0 0 ] 
JEo = 0 Jv(O, 0, 0) 0 

0 0 lt(0,0,0) 

where lu(O, 0, 0), lv(O, 0, 0), and lt(O, 0, 0) are as in Section 4. Hence, in view of Lemma 
4.2, (5.5) makes E0 local asymptotic stable. 

We will use a comparison argument to prove that E0 is global asymptotic stable. 
Suppose u(t) = (u1(t), u2(t), u3(t), v1(t), v2(t), v3(t), i\(t),l2(t), l3(t)) be a solution of 
(2.4), Ui(O), 'ili(O), li(O) > 0, i = 1, 2, 3; and let z(t) = (z1(t), z2(t), z3(t)) be a solution 
of (4.1) with Zi(O) = ui(O), i = 1,2,3. Since /u((l - f)-11), i = 1,2,3 are monotone 
decreasing functions in 1/, ui, li, Vi > 0, the first three components of u(t) satisfy: 

u;(t) < u2(t) - (2 - /u(~ - u1(t)))u1(t), 

u~(t) < u1(t) + u3(t)- (2- /u(~ - u2(t)))u2(t), 

u;(t) < u2(t) - (2 - /u(}- U3(t)))u3(t), 



COMPETITION IN THE GRADOSTAT FOR THE CASE 155 

while the components of z(t) satisfy an equation with the same right hand side. Hence, 
for all t > 0 (see [2], Theorem 10, Chap. 1), ui(t) ~ zi(t) and since zi(t) --+ 0 so 
ui(t) --+ 0, i = 1, 2, 3. A similar argument represents that vi(t)--+ 0, fi(t) --+ 0, i = 1, 2, 3. 
Therefore, all solutions in the positive cone tend to E0

• This completes the proof of the 
Lemma. 

Remark 5.1 
l. If ai(O) < 0 or O < ai(O) ~ 1, 

au+ (1 - ~) < 2iti, au > 1, i = 1, 2, 3, 
and Oj+3(0) > 1, j = 1, .... , 6, then 

~ = {E0,E}. 

2. If ai+3(0) < 0 or O < ai+3(0) ~ 1, 
av + ( 1 - ~) < 2vi, av > 1, 
ai(O) > 1 and ai+6(0) > 1, i = 1, 2, 3, then 

~ = {E0, E}. 

3. If ai+6(0) < 0 or O < ai+6(0) ~ 1, 
at+ ( 1 - f) < 2ii, ae > 1, i = 1, 2, 3, 
and aj(O) > 1, j = 1, ... , 6; then 

~ = {Eo, .E}. 

Moreover, by using the above comparison argument we can devote a (weak) necessary 
condition for E* to exist. 

Remark 5.2 A necessary condition for E* to exist is that E, E and E exist simul- 
taneously. 

Lemma 5.2 

(i) The critical point E( it1, u2, u3, 0, 0, 0, 0, 0, 0) is locally asymptotic&Hy stable if 

ai(ui)>l, i=l,2,3. 

(ii) The equilibrium point E(O, 0, 0, ii1, ii2, ii3, 0, 0, 0) is locally asymptotically stable 
if 

ai(vi) > 1, i = 1,2,3. 
(iii) The steady state .E(O, 0, 0, 0, 0, 0, £1 ,£2 ,£3) is locally asymptotically stable if 

troof. We will prove the statement (i) - the statements (ii) and (iii) follow similarly. 
At E, 'Yi= 0, j = 4,5, ... ,9; and 'Yi= /3i, i = 1,2,3; /3/s are defined in the previous 
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section. A sufficient condition for J, evaluated at E, to have eigenvalues with negative 
real parts is that the off diagonal elements are replaced by their absolute values, the 
determinants of the principal minors alternate in sign (11]. Let di, i = 1, ... , 9 denote 
to the principal minors of 

where C1 is a diagonal matrix and .,t 's are 3-squared matrices 

and 
1 

-0:3k-1 
1 

~ ) , k = 2,3 
-a3k 

In fact, 

d1 = -(01 + /31) < 0 and 
d2 = (a1 + /3i)(a2 + /32) - 1 
>0 

since a1 > 1, a2 > 1. Moreover 

d3 = -a1a3/32 - 0:1/32/33 - 0:3/31/32 - (a1a2 - l)/33 
- (a2a3 - 1)/31 - /31/32/33 

<0 

since a1a2a3 - 01 - 03 = 0 by Lemma 3.1. Also d4 = -a4d3 > 0 because da < 0. Too, 
ds = (a4as - l)da < 0, since a4a5 > 1 and d3 < 0. 

d5 = -(a4a5a5 - 04 - a5)da > 0 
since a/s > 1, 040:505 > a4 + a5. 

d1 = -a1d5 
< 0 (since d6 > 0) 

ds = -asd1 - d5 
= (a1as - l)d6 
>0 
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because a-708 > 1 and d6 > 0. Finally, 
d9 = -a9ds - d1 

= -( 07ago9 - 07 - as)d6 
<0 
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since a7a8o9 > a-7 + as and d6 > 0. This completes the proof of the lemma. 
The size of the variational matrix J, makes the investigation of the local stability 

of the rest point E*(uf,utu;,vf,v;,v;,ft,£;,£;), ut's > 0, vt's > 0,, lf's > 0, since 
'Yi # 0, j = 1, 2, ... , 9, evaluated at E*, causes difficulty in the computation of the 
determinants of the principal minors of 

[ 
At ct ct] q A; q 
C! q- A; 

where Af = Ai, Ai 's are defined in (5.2), 

[ 

'Y3i-2 
ct= 0 

0 

0 
'Y3i-1 

0 

(5.6) 

i = 1, 2, 3; a/s and ,i's are evaluated at E*. Although we proved the alternation of the 
sign until the fifth principal minors of (5.6) under the condition Oi 's > 1 Let di, i = 
1, ... , 9 denote to the principal minors of (5.6). In fact 

d1 = -(01 +;1) 
<0 

d2 = 0102 +01;2+02;1 +;1;2 -1 
> 0 (since o/s > 1) 

d3 = -[0103;2 + oi;2;3 + 02;1 i3 + 03;1 ;2 
+ (0102 - l),3 + (0203 - 1);1 + ;1 ;2;3] 

<0 
d4 = 010304'Y2 + 01031214 + 0"1041113 + Oi,21314 

+ a2a4;1,s + 0304,1,2 + (a-102 -1)(04 + 14);3 
+ ( 0"20'3 - 1 )04;1 

>0 
ds = (0405 - l)d3 - (0102 - 1)(04,s + os;4),3 

- (0103 - l)os,2,4 - (0105 - 1)(03 + 13);214 
- (0204 - l);1;3;s - (03 -1)(01 + 0104 + o4;i);215 
- ( 020304 - 03 - 04)1'1 'i's 

<0 

since Oi 's > 1 and d3 < 0. 
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