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ON AXIOMATIC CHARACTERISATION OF GENERALIZED QUALITATIVE 
MEASURE OF VARIATION OF INFORMATION 

THROUGH GENERATING FUNCTION 

R.P. SINGH AND J.D. BHARDWAJ 

Abstract. The aim of the present contribution is to define a generalized qual­ 
itative measure of variation of information through generating function and to 
characterize it axiomatically. In this sequence the generaliz.ed qualitative measure 
of information improvexnent as the difference of generalized measure of information 
of variation defined earlier is also defined. Most of the measures studied so far thus 
turns out to be particular ones. Some basic applicative properties are discussed. 

1. Introduction 

The study of directed divergence has shown remarkable impact in many fields such 
as national income, inequality, racial segregation, political alignment, combination of 
statements in balance sheets, questionnaire theory, decision theory and so on. 

The impact of "qualitative one" was effectively introduced by Belis and Guiasu 
[2] who in turn extended the Shannon's entropy to weighted entropy. Later Taneja, 
[9] introduced the idea of weighted (qualitative) directed divergence. The authors [14] 
defined qualitative measure of variation of iiiformation of type /3, f3 > l viz. 

n 
p· Jf3(P· U· VV:) = ~ wf3 p~log(_:_) n , , P L p; i 

i:::l Ui 
/3 # O; /3 > 0 (1.1) 

for the weighted information scheme: 

s (1.2) 

where E1, ... , En are the partition events of E whose corresponding probability distri­ 
bution P =(Pi, ... ,Pn) and the revised probability distribution, corresponding to Pis 
U = ( u1, ···,Un) where qualitative distribution is Wp = ( Wp

1
, ••• , wPn) corresponds to 

P =(Pi,··· ,Pn). 
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(1.1) includes the weighted divergence studied by Taneja (9] as a particular case 
when /3 = 1 and Kullback-Leibler divergence (7] when /3 = 1, Wp; = l Vi= 1, 2, · · ·, n. 

We all are aware of the fact that the generating function's successive derivatives at 
the point O give the successive moments of a probability distribution, if these moments 
exist. This technique to define new qualitative measure of variation of information of 
type /3, /3 > 1, /3 =/; 0 has been presented by the authors in the earlier paper (14]. In 
this communication our aim is to develop this technique to define generalized qualitative 
measure of variation of information as it is more effective and more flexible from the ap­ 
plicative point of view. This has been done in the next section while section 3 deals with 
the generalized information improvment. Section 4 investigates the axiomatic character­ 
ization of the generalized qualitative measure of variation of information. While the last 
section presents the basic applicative properties of generalized qualitative information 
improvement. 

2. Generalized qualitative measure of variation of information through gen­ 
erating function 

Let (X; W; m) be the measure space. The initial measure mis the Leibesgue measure 
in the continuous case and the measure assigning the unit to each point in the discrete 
case. Let v be the reference measure, and µ, r, the probability and qualitive measure 
respectively. On the same space X such thatµ ::; r,::; m where "<" measure "absolutely 
continuous with respect to". 

Let 
dv dr, 

g - -· h - - - dm' - dm 
be the corresponding densities (The Radon-Nikodym derivatives). Let g and h be strictly 
positive, m almost everywhere (c.f. Guiasu [4] 1985). The generalized Relative Paramet­ 
ric Qualitative Information Generating Function is defined: 

dµ. 
I= dm' 

R!•'(f;g; h; t) = [2(.~i;,1~ l] [ { t. h'(wn) · J"'(n)gC•-a),(n) }' 
n 

- { Lh(wh)"J"(n)} c](2t-l) 
i=l 

(2.1) 

where a, b, care arbitrary parameters, t > 0, t =j; l. Diff. (2.1) w.r.t. "t", we get 

R:(b,c)(f; g; h; t) 

1 ~ [{ th"(wn)fa"(n)gCl-a)b(n)f - { th"(wn)f"(n)f](2t-l) 
i=l i=l 

+ ,_, _(t .-:. l) .. [ { t. h'( w.)r'( n)g(l-a)b( n) }' - { t. h'( Wn )!'( n) }'] {2t-l) 
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n n 

-log[{ z:hb(wn)tab<n)g<1-a)\n)}2 - { z:hb(wn)l<n)rJ. <2) 
i=l i:1 

(2.2) 

Put t = l in (2.2), we have 

R~(b,c)(f;g; h; 1) 1 n 
[2(a-l)bc -1) [{ ~hb(wn)fab(n)/l-a)b(n)f 

i=l 
n 

- { Lh\wn)fb(n)}] 
i=l . 

(2.3) 

(2.3) is interpreted as the generating function of the generalized qualitative measure of 
variation of information. Now setting f(n) = Pt; g(n) = ui; h(wn) = Wp;, then (2.3) 
becomes 

I(b,c)(P· U. W.) 
a , ' p 

1 n n 
--{ [~ b ab (1-a)b]c [~ b b]C} 

[2(a-l)bc...:.. 1) ~ wp;Pi ui - L.J wp;Pi 
1=1 i=l 

(2.4) 

This (2.4) is interpreted as the generalized qualitative measure of variation of information 
(or weighted divergence of order a and type (b, c)). 

(2.4) reduces to 

n n 
(b,c)(P· U) _ l [{ ~ ab (1-a)b}c { ~ b}C] ( ) la , - rnrn_1u~ ., L.JP, ui - L.JPi 2.5 

i=l i=l 

the generalized measure of variation of information ( or divergence of order a and type 
(b, c)) by setting Wp; = l 'vi= 1, · · ·, n. 

Particular and limiting cases of (2.4) and (2.5) 
(a) when c= 1 

(i) (2.4) becomes 

I(b,l)(P· U· W.) _ 1 [{ ~ b ab (1-a)b} {~ b b}] (
2 6) a ' ' P - [2(a-l)b _ 1] t": wp;Pi ui - ~ wp;Pi · 

which is interpreted as weighted divergence of order a and type b. 
(ii) (2.5) becomes 

1£b,l)(P; U) = rn/n_t~L ., [ { tpfbup-a)b} - {tpn] (2.7) 
i=l i=l 

which is called as divergence of order a and type b. 
(b) when a - 1 
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(i) (2.6) becomes 
n 

I(b,l)(P· U· VV:) = ~ wb iiogPi 
1 , , P L P, ' u· 

i:::l i 

(2.8) 

which is (Singh and Bhardwaj [14)) weighted divergence of type b and (2.7) 
gives 

(ii) 

(2.9) 

which is (Kapur's [6] divergence of type b. 
(c) whenb=l 

(i) (2.8) becomes 

J<l,1)(P· U· VV: ) 
1 ' ' p (2.10) 

(Taneja's [9] weighted divergence.) 
(ii) (2.9) becomes 

n 

LPdogPi 
i:::l Ui 

(2.U) 

(Kullback-Leibler's divergence [7]), also (2.11) is obtained through (2.10) when 
Wp; = 1 't/ i = 1, 2, · · ·, n. 

3. Generalized qualitative information improvement 

It is a well known fact that the information improvement generating function is 
obtained as the difference of generating functions of measures of variations of information. 
Therefore we have 

R~(b,1)(!; g1; h, 1) 
n 

r2ca-l)bc -1J-1 [{ I:hb(wn)t(l\n)gil-a)br 
i::: 1 

n 

(3.1) 
i::: 1 

n 
[2(a-l)bc _ l]-1 [ { L hb(wn)fab(n)g~l-a)b} c 

i::: 1 
n 

- { Lhb(wn)tb(n)rJ 
i=l 

(3.2) 

Hence the generalized qualitative generating function of information improvement of 
order a and type (b, c) is given by : 

(3.3) 
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n n 
[2(a-l)bc - 1]-1 [ { L hb( Wn)fa"(n)gp-a)b r - { L hb( Wn)fab(n)g~l~a)b rJ 

i=l i=l 

Setting, h(wn) = Wp;; J(n) . Pi; 91(n) = ui; 92(n) = ri in (3.3) we get 
n 

J(b,c)(P· U· R· W.) = [2(a-l)bc _ lJ-1 [{ °'"' Wb (!-b ~1-a)b}c 
a ' ' ' P ~ p;P, u, . 

i=l 
n - { L w!;Pibr}1-a)b} c] 
i=l 

(3.4) 

This is interpreted as the generalized qualitative information improvement ( or qualitative 
information improvement of order a and type (b, c)). 

Setting Wp; = l Vi= 1, 2, · · · 1 n, (3.4) gives 

n n 
1ib,c)(P; U; R) = [2(a-l)bc - 1]-1 [ { LPib.url-a)br - { LPfbrp-a)b rJ (3.5) 

i=l i=l 

which is Information Improvement of order a type (b, c). 

Particular and limiting cases of (3.4) and (3.5) 

(a) when c = 1 
(i) (3.4) becomes 

n 
Iib,l)(P; U; R; Wp) = [2(a-l)b - 1J-l [ { L w!;Pf"u}1-a)b} 

i=l 

(3.6) 

This can be interpreted as W.1.1. of order a and type b. 
(ii) Now (3.5) gives 

1(1>,c)(P· U· R) a , , Iib,l)(P; U; R) (3.7) 
n n 

[2(a-.l)b -·1r·l [ f-LPf"uP-a)b} - { LPfbrF-a)b}] 
i=l i=l 

which is termed as the I.I. of order a and type b. 
(b) a-+ 1 

(i) (3.6) becomes 

J<b,l)(P· U · R· W. ) 1 ), ,_ ' p (3.8) 
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Singh and Bhardwaj [15) W.I.I. of type b. 
(ii) (3.7) becomes 

1?·1)(P; U; R) 
n 
~ b r· ~Pilog-1 

i=l Ui 
(3.9) 

Kapur's I.I. of type b. [5). 
(c) when b = 1 

(i) (3.8) takes the form 

/
1
•
1)(P· U· R· W.) 1 , ' , p (3.10) 

Singh and Bhardwaj [13] W.1.1. 
(ii) (3.9) becomes 

i(b,l)(P· U· R) 
1 ' , 

n 
~ ri L.JPilog(-) 
i=l Ui 

(3.11) 

Theil's measure [16]. 
(d) when b = l 

(i) (3.6) becomes 

I(I,l)(P· U · R· W. ) 
a ' ' ' p 

n n 
[2(a-l) - 1]-l { [I: Wp;PiUI-a] - rr: Wp;Pirt~a1} 

i=l i=l 
(3.12) 

W.1.1. of order a. 
(ii) (3.7) becomes 

Ii1•1>(P; U; R) 
n n 

[2(a-l) - 1 ]-1 [LpfuJ-a - LPf rf-a] 
i=l i=l 

(3.13) 

I.I. of order a defined by Kapur [5]. 

4. Axiomatic characterization of generalized qualitative measure of variation 
of information 

Theorem 4.1. Let F [O, 1) x [O, 1) x (0, oo] -+ R {reals) be a function satisfying 
the following axioms: 
(i) 

n 

KdI: !(Pi, Ui, wpJr + K2 w; 
i=l 

(4.1) 
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where K1, K2, c # 0, where f is a real valued continuous function defined over [O, 1] x 
[O, 1] x [O,oo]. K1,K2 are arbitrary constants and c is an arbitrary parameter. 
(ii) 

F(P*Q; U*V; w;wQ) W~F(P; U; Wp) + w;F(Q, V; WQ) 
1 

- K
2 
F(P; U; Wp)- F(Q, V, WQ) (4.2) 

where 
P*Q 'ti Pi E P and qi E Q 
U* V = uivi 'ti ui E U and vi E V 

* v{i= 1,2,···,n WP WQ = Wp;Wq; 'ti Wp; E Wp and Wq; E WQ v j = l, 2, ... , m 
n 
~ b b - L wp;Pi and W Q 
i=l 

(iii) 
1 1 

F(l, O; 2, f 1; 0) 1 (4.3) 
then 

F(P;U;Wp) 

(All logarithms are taken as base 2). 

Proof. Considering axiom (ii) 

J(b,c )(p. U. VV: ) 
a ' ' p (4.4) 

F(P*Q;U*V;w;wQ) = W~F(P;U;Wp) + w;F(Q;V;WQ) 
1 

- -F(P; U; Wp)F(Q; V; WQ) 
K2 

Using axiom (i) in the above, we have 

n m n m 

K1[LLl(Piqj;UiVj;Wp;Wqi)]c + K2[I:I:w;ipfw!jqJr 
i:::lj:::1 i:::lj:::1 

n n 

[:Ew!jqJr[K1 { Lf(Pi,Ui,wp;)r + K2{ I:w!;Pfr] 
j::: 1 i::: 1 

n n 

+ [:Ew!;Ptr[K1 { Lf(qj;vi;wq;)r 
i :::1 i::: 1 

n m 

i::: 1 i=l 
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Dividing both sides by 

n m 

[I: w!,Pn c [I: w!j qJ] c 
i=l i=l 

(4.6) 

and substituting 

n 

L li(Pi, Ui, Wp;) 
i=l 

in (4.5) 

We get 

or 

n m Y n m LL f1(piqj; UiVj; Wp;Wq,) = (- .z;~l )l/c [EL fi(Pi, Ui, Wp;)fi(q;, Vj, Wqi)] (4.7) 
i=lj=l \2 i=lj=l 

Equivalently, we can consider (4.7) as 

fi(pq; uv; Wpwq) = (-} 1~1 )1/c [fi(p; u; wp)/i(q; v; wq)] 
\2 

for all reals, p, q, u, v E [O, 1]; wp, Wq E (0, oo] (i.e. wp, wq > 0). Substituting 

(4.8) 

(4.9) 

(4.8) becomes 
</>(pq, uv, wpwq) = </>(p, u; wp) </>(q, v; wq) (4.10) 

The most general continuous solution of the functional equation ( 4.10) (refer Aczel [1 ]] 
is given by 

where a > 0, /3 # 0 
Write 

a (a - l)b, /3 (1-a)b; 'Y = 0 
Then 

<p(p; u; Wp) 

from (4.11), (4.9) and (4.1) we have 

p(a-1)" (1-a)" 
ui (4.11) 

F(P;U, Wp) ( 4.12) 
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using ( 4.3) and ( 4.12) we get 

1 
[2(a-I)bc _ 1] 

Hence (4.12) takes the form 

n 
Jb,c(P·U·W.) _ 1 {r~ b ab (1-a)b]c r~ b b]C} 
a , , P - [2(a-I)bc _ 1] ~ wp,.Pi ui - · L.J wp;Pi 

This completes the proof. 

5. Properties of information improvement. 1£b,c\P; U, R; Wp) 

The beauty of any good measure lies in its properties as emphasised by Kapur (5). 
According to hiin, in most of the measures as we go from the true distribution P to 
any other distribution U, there is a positive information improvement, which is a highly 
undesirable property. 

Secondly, the generalised measure of information improvement should approach the 
useful known Theil's measure; is not enough. We would like to have a measure which 
should have as xnany as posible, idealy all, properties of Theil's measure. Here the 
measure 1£b,c)(P; U; R; Wp) i.e. (3.4) satisfies most of the properties discussed in this 
section. · · 

The generalized measure of weighted information improvement of order a and type 
(b, c) is defined as 

whereas, Theil measure is 

I(P;U;R) = D(P,U) - D(P,R) 

and the generalized (weighted) information improvement i.e. (3.4) as : 

J(b,c)(P· U· R· W.) - D(b,c)(P· U· W.) - D(b,c)(P· R· W.) a ,,,p- a ,,p a ''P 

The following properties can be easily verified: 
(i) If we go from distribution U to the required (True) distribution P, there is always a 
positive qualitative (weighted) information improvement and will be zero iff P = U. 

(a) I(P; U; P) = D(P, U) - D(P, P) for Theil's measure 
= D(P,U) > 0 

(b) f(b,c)(P· U· P· W.) - D(b,c)(p U W. ) - D(b,c)(P· P· W.) a ,,,p- a ,,p a ,,p 

= D~b,c\P; U; Wp) ~ 0. 
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(ii) If p - p 
U-P 
R -u 

i.e. if W..; go from true distribution P to any other distribution, then the information im­ 
provement is negative unless we go from P to P itself when the information improvement 
1s zero. 

(a) I(P; P; U) = D(P, P) - D(P, U) 
= -D(P, U) ~ 0 for Theil's measure 

(b) Iib,c)(P; P; U; Wp) n(b,c)(p p W.) - n(b,c)(P· U· W.) a ,,p a ,,p 
-D(b,c)(P·U·VV:) < 0 

(1 , ' p - • 

(iii) The total information improvement in going from U to Tis the same as going from 
U to R, then from R to S and finally from S to T, i.e. Total information improvement 
depends only on the initial and final distribution and not on the intermediate distribution. 

(a) 
(b) 

(iv) 

(b) 

I(P; U; R) + I(P; R; S) + I(P; S; T) = I(P, U, T) for Theil's measure 
[Cb,c)(P· U· R vv: ) + J(b,c)(P· R· S· vv:) + ](b!c)(p s T vv:) a ,,,p a ,,,p a ,,,p 
[D(b,c)(P· U· w.) - n(b,c)(p R vv: )] + [n(b,c)(p R w. ) - n(b,c)(P s UT )] a , , P a , , P a , , P a , , YY P 

+ [D(b,c)(P· S· VV: ) - n(b,c)(P· T· VV: )] a ,,p a ,,p 
[D(b,c)(p U VV: ) - n(b,c)(P· T· W.) - JCb,c)(P· U· T· VV: ) a , , p a , , p - a , , , p · 

(a) I(P, U, R) is a convex function of U and a concave function of R. 

d2 /b,c)(P U R VV: ) a , , , P 

dU2 

1 { {( ) [~ b ab (1-a)b] (c-2) 
(2(a-l)bc) c c - 1 ~ wpiPi ui 

n n 

[~ Wb ~b( _ l)b ~a-l)b-1] [~ b ~b( _ l)b ~a-l)b-1]} L Pip, a u, L wPiPi a u, 
i::: 1 

n n 

+ L[w!iPtbu~a-l)br-1 { L w;iPt\a - 1)[(a - 1)b - 11ura-l)b-2} > o 
i:l i:::1 

convex function for u wnen a > l, b > 1, c > 1. 
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Similarly 

d2 J<b,c)(P· U· R· W. ) 
a ' ' ' E 

375 

dR2 

(-l) {c(c-1)[~ b (!b ~a-l)b](c-2) 
(2(a-l)bc) ~ Wp~Pi r. 

•=1 
n n [°'"' wb p<?-"(a _ l)b ~a-l)b-1] [°'"' b ab( _ l)b (a-l)b-1] ~ p; , r, ~ wp;Pi a ri 
i=l i=l 
n n 

+ CE w!;Pibrra-l)b-lr-l [I: w!iPib((a - l)(b) - l)(a - l)br}a-l)b-2]} < 0 
i=l i=l 

so a concave function of R when a> 1, b > l, c > 1. 
Also this (3.4) measure reduces to most of the known measures including Theil's 

measure as shown in section 3. Hence the characterization of this measure (3.4) will 
strengthen its applicability more as the basic properties are satisfied. Its characterization 
will be done elsewhere. 
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