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ON EXTREME POINTS OF THE JOINT NUMERICAL RANGE 

YOUNGOH YANG 

Abstract. Our purpose is to study the relationship between the joint numerical 
range and joint essential numerical range. We give an example of an operator such 
that the set of all extreme points of the closure of its essential numerical range 
is not a subset of the set of all exti:eme points of its numerical range. We shall 
investigate the extreme points of a convex joint essential numerical range. 

J.S. Lancaster [11] showed that the set of all extreme points of the closure of the 
numerical range is a subset of the union of the essential numerical range and numerical 
range. S.C. Arora and R. Kumar [1] proved this result for a convex joint numerical 
range. By means of this result, our purpose is to study the relationship between the joint 
numerical range and joint essential numerical range. 

G. Garske [7] has investigated the extreme point of the closure of the numerical range. 
R. Kumar [10] has studied it in case of 2-tuple of operators. We give an example of an 
operator such that the set of all extreme points of the closure of its essential numerical 
range generally is not a subset of the set of all extreme points of its numerical range. In 
this paper, we shall investigate the extreme points of the essential numerical numerical 
range of an operator and prove this result for a convex joint essential numerical range. 

Let H be an infinite dimensional complex Hilbert space with the scalar product ( , ) 
and the norm II· 11· All operators will be assumed to linear and bounded. K(H) denotes 
the ideal of compact operators on H. Let A= (A1,A2) be a 2-tuple of operators on H. 
The joint numerical range W(A) of A is defined as 

W(A) = {((A1x, x), (A2x, x)) : x EH, llxll = 1}. 
W(A) is a bounded subset of C2 and is in general not convex. However for 2-tuple 
A= (A1, A2) of commuting normal operators, W(A) is convex [6]. 

If Tis any operator on H, then the essential numerical range We(T) of Tis defined 
as 

n{W(T + K) : KE K(H)}. 
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Definition ([1]). The joint essential numerical range We(A) of A = (Ai, A2) is 
defined as 

We(A) = n{W(Ai + Ki, A2 + K2) : Ki, K2 E K(H)}, 

where W(A1 + K1, A2 + K2) denotes the joint numerical range of (A1 + K1, A2 + K2). 
We note that We(A) C W(A) and We(A*) = [We(A)]*, the complex conjugate of 

We(A). 
Let Ext X denote the set of all extreme points of a connected set X and co Y denote 

the convex hull of the set Y. If T is any operator on H, J .S. Lancaster [11] proved that 

Ext W(T) C We(T) U W(T). 

S.C. Arora and R. Kumar [1] generalized this result in the following: 

Theorem 1 ([1]). Assume that W(A) is convex. Then Ext W(A)We(A) U W(A). 

Proof. See Theorem 1.4 in [1]. 

Corollary 1. Assume that W(A) is convex. Then 

W(A) . co(We(A) U W(A)), 

where co X denotes the closed convex hull of the set X. 

Proof. Since W(A) is convex, W(A) is also convex. So by the Krein-Milman 
Theorem and Theorem 1, 

W(A) = co[Ext W(A)] c co[We(A) U W(A)]. 

Also We(A) C W(A), and so We(A) U W(A) C W(A). Hence since W(A) is convex, 
co(We(A) U W(A)) C W(A). Therefore W(A) = co(We(A) U W(A)). 

Corollary 2. Assume that W(A) is convex. Then W(A) is closed if and only if 
We(A) C W(A). 

Proof. Assume that W(A) is closed. Then We(A) C W(A). Conversely if We(A) C 
W(A), then by Theorem 1, 

Ext W(A) C We(A) U W(A) = W(A). 

Hence Ext W(A) C Ext W(A). Since W(A) is convex, W(A) = W(A). 

Corollary 3. Assume that W(A) is convex. If Ext W(A) is a subset of We(A), 
then W(A) = co We(A). 

Proof. Let ,\ E Ext W(A). If ,\ E W(A), ff~ E W(A), then ,\ E Ext W(A) C 
We(A). If,\ r/: W(A), then by Theorem 1,. ,\ E We(A). Hence Ext W(A) C We(A). 
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Taking convex hulls, we get W(A) = co[Ext W(A)] C co We(A) = co We(A} C coW(A) = 
W(A). Therefore W(A) = co We(A). 

For example, if A = (Ai, A2) is a 2-tuple of Toeplitz operators, then the joint 
numerical range W(A) of A is convex (See Theorem 2.6 of [6]) and is open unless it 
consists of only one point (See Proposition 3 of [3]). So by Corollary 3, W(A) = co We(A) 
for a 2-tuple A= (A1, A2) of Toeplitz operators. 

A 2-tuple >.. = (.~1, >..2) of complex numbers is called a joint eigenvalue of finite 
multiplicity for A if dim N(A - >..I) < oo where N(A - >..I) = {x EH : (A1 - >..1I)x = (A2 - >..2/)x = O}. 

P. Juneja [8] has proved that if A = (A1, A2) is a 2-tuple of commuting normal 
operators and if >.. = (..\1, >..2) is an extreme point of W(A) and .,\ E W(A), then )., is 
a reducing joint eigenvalue. However S.C. Arora and R. Kumar [1] has proved that 
if A = (A1, A2) is a 2-tuple of commuting normal operators and if >.. = (.~1, >..2) is an 
extreme point of W(A), then either .,\ E We(A) or .,\ is a reducing joint eigenvalue of 
finite multiplicity for A. We generalize this result in the following : 

Corollary 4. If A= (A1, A2) is a 2-tuple of doubly commuting hyponormal opera­ 
tors on H, W(A) is convex and>.. = (>..1, >..2) is an extreme point of W(A), then either 
.,\ E We(A) or>.. is a joint eigenvalue of finite multiplicity. 

Proof. By Theorem 1, Ext W(A) C We(A) U W(A). If >.. E We(A), there is 
nothing to prove. If >.. (/. We(A), then .,\ E W(A) and so .,\ must be an extreme point 
of W(A). By Theorem 1 (4), >.. is a joint eigenvalue of A. Since ue(A) C We(A) (See 
Corollary 1.3 of [1]), .,\ ¢ ue(A) and therefore there exist operators B1 and B2 such 
that B1(A1 - ..\11) + B2(A2 - >..21) = F for some Fredholm operator F. Now for each 
x E N(A - >..I)-:-- {x EH : (A1 - >..1/)x = (A2 - >..2I)x = O}, F(x) = 0. Since F has 
finite dimensional null space, .,\ is a joint eigenvalue of finite multiplicity. 

Example. Let T : L2((-1, 1]) -+ L2((-1, 1]) be the selfadjoint multiplication 
operator defined by (Tf)(t) = t f(t) for/ E L2((-1, 1]), t E [-1, 1], and S = T EB 2Ien 
where Ien denotes the identity operator on the n-dimensional unitary space C". Then 
fen is compact and W(S) = co(W(T) U W(2Ien)) = co((-1, 1) U {2}) = (-1, 2]. Also 
We(S) = co(We(T) U We(2Ien)) = co(We(T) U {O}) C [-1, 1]. Hence Ext W(S) = 
{-1, 2}, and so Ext We(S) rt. Ext W(S) .. 

In [71, G. Garske proved that if.,\ is an extreme point of W(T), the following state­ 
ment (*) is true: 

(*) Let {xn} be a sequence of unit vectors in H weakly qmverging to x E H such 
that (Txn, Xn)-. A. then either x = 0 or (Tu:11, 11:11) = ..\. 

Motivated by the above example and G. Garske's result [7], we give the following. 

Theorem 2. Let .,\ he an extreme point of the essential numerical range We(T) of 
an operator T on H. Then the following is true : 

Let { xn} be a sequence of unit vectors in H weakly convergent to x E H such that 
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((T + K)xn, xn) ---. A for any K in K(H). Then either :r: = 0 or ((T + K) 
11
;

11
, 

11
;

11
) = A 

for any K in K(H). 

Proof. Let Yn = Xn - x. Then Yn ---. 0 weakly and IIYnll :S 2 since llxll :S 1. So we 
may assume by passing to a subsequence, if necessary, that there is a real number € 2'.: O 
such that IIYnllc. Now 1 = llxnll2 = 11Ynll2 + 2Re(yn, x) + l!xll2. Let K be any compact 
opera tor. Then 

(Tyn, Yn) + (Yn, T*x) + (Tx, Yn) + (Tx, x) 
+ ( K Yn, Yn) + (Yn, K * X) + ( K X, Yn) + ( K X, Yn) + ( K X, X). 

Since Yn ---. 0 weakly, Kyn ---. 0 strongly, and ((T + K))xn, Xn) ---+ A, we see that 
1 = €

2 + llxll2 and (Tyn,Yn) ---+ A - ((T + K))x,x). If€ = 0, then llxll = 1 and 
A= ((T+ K)x,x) for any KE K(H) since (Tyn,Yn)---+ O. Suppose€ f. 0. For every K 
in K(H), we let 

a = ((T + K) 11:11, ll:II) for x f. 0 anci 

f3n = ((T + K) 11::11, ll~:II) for all n such that Yn f. 0. 

Then for each K E K(H), a E W(T + K) and {/3n} is a sequence in W(T + K) which 
converges to some /3 E W(T + I<) such that /3 = ~ - 11:f a. 

This means that A= €2/3 + llxll2a. Since €2 + llxll2 = 1, A lies on the line segement 
from a to /3. Since A is an extreme point of We(T), we conclude A = a or A ·= /3. 
In the latter case, we have A = €2 A + llxll2a i.e., (1 - e2)A = llxll2a, and this gives 
A= a= ((T + I<) 11:11, 11:11) for any I< in K(H). 

In [10], R. Kumar proved the above result (*) for a convex joint numerical range 
W(A) of A= (A1, A2), by means of Garske's method. In [2], M. Cho and M. Takaguchi 
proved the result (*) in the case that A is a bare point of W(A) for any 2-tuple A = 
(A1, A2) of operators. 

The following theorem is an extension of the above theorem to joint essential nu­ 
merical range. 

Theorem 3. Suppose that the joint essential numerical range We(A) of A = 
(A1, A2) is convex and A = (A1, A2) is an extreme poin·t of We(A.). Then the follow­ 
ing statement is true : 

Let { Xn} be a sequence of unit vectors in H weakly converging to x E H such that 

((Ai+ I<i)xn, Xn)---. Ai for any J{ E I<(H) (i = 1, 2). 
Then either x = 0 or ((11 + Ki) u!u, 

11
:11) = Ai for any J{ in I<(H) (i = 1, 2). 

Proof. The proof is similar to that of Theorem 2. 
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