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Existence of positive periodic solutions for a

predator-prey model

Chunhua Feng

Abstract. In this paper, a class of nonlinear predator-prey models with three dis-
crete delays is considered. By linearizing the system at the positive equilibrium point
and analyzing the instability of the linearized system, two sufficient conditions to
guarantee the existence of positive periodic solutions of the system are obtained. It
is found that under suitable conditions on the parameters, time delay affects the
stability of the system. The present method does not need to consider a bifurcating
equation which is very complex for such a predator-prey model with three discrete
delays. Some numerical simulations are provided to illustrate our theoretical predic-
tion.
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1 Introduction

In 2001, Korobeinikov considered the global stability of a Leslie-Gower predator-prey model as
the following [1]:
H’(t):(rl—alP—blH)H, (1 1)
Pl(t) = (TQ — a2§>P. ’
By introducing a Lyapunov function, the author was able to show that the unique coexisting

point of system (1.1) is globally stable. In 2009, L. Chen and F. Chen introduced and studied
the following Leslie-Gower predator-prey model with feedback controls [2]:

(t) = (r1 — a1 N2 — by Ny — cru1) Ny,

(t) = (’I"Q — ag% — CQUQ)NQ, (1 2)
(t) = —frur + g1 N1 (t), '
(t) = —faug + g2 Na(t),
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where N7 and N5 denote the density of prey and predator populations, respectively; u; and uy are
feedback control variables. The global stability of a unique interior equilibrium for model (1.2)
was investigated. The main result together with its numerical simulations indicated that feedback
control variables only change the position of the unique interior equilibrium and retain its global
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stability. In 2015, Sharma and Samanta investigated the following Leslie-Gower predator-prey
model with disease in prey incorporating a prey refuge:

X'(t) =mX —bX(X +Y) - BXY,

Y/(t) = BXY - S05mE — Y, (13)

Z/(t) = [7"2 — m]z

The authors studied the positivity and boundedness of the solutions for model (1.3) and analyzed
the existence of various equilibrium points and stability of the system at those equilibrium points.
The influence of the infected prey refuge on each population density also discussed. By using the
iterative technique and further precise analysis, sufficient conditions on the global attractivity
of a positive equilibrium for a modified Leslie-Gower predator-prey model with Holling-type II
schemes and a prey refuge were obtained [4]. On the other hand, many researchers have considered
delayed prey and predator models [5-23]. For example, Nindjin et al. have discussed the following
delayed predator-prey model [5]:

2/ (t) = (a1 — ba(t) — ) (t),
C t—T
y/(t) = (a2 — 22Ty 1),

(1.4)

By constructing a suitable Liapunov function, a sufficient condition for global stability of the
positive equilibrium was obtained. Adak et al. have investigated the following Leslie-Gower
prey-predator-parasite model [6]:

S'(t)y=rSt)(1 - %) — BSI — 1 ES,
I'(t) = BS(t —7)I(t —7) — ] — £45L — o Fl, (1.5)

c2yY

y/(t) = y(a2 - I+K2)'

It was proved that the delay has no influence on the stability of different equilibrium points except
the interior one. Delay may cause instability in an otherwise stable interior equilibrium point of
the system and larger delay may even produce chaos if the infection rate is also high. Guo et al.
have considered the complex dynamics in the Leslie-Gower type of the food chain system with
multiple delays as follows [7]:

a'(t) = x(t)(1 = =(t)) —y(t),

y(8) = y(t)(ar — 2220 — (1), (1.6)
(1) = 2(t)(as — 220,

The Hopf bifurcation and periodic solution were investigated in detail in terms of the central
manifold reduction and normal form method for model (1.6). Numerical simulations were also
performed to display some complex dynamics. Motivated by the above models, in this paper we
consider the existence of positive periodic solutions for the following Leslie-Gower prey-predator
with multiple delays:

() = ra(t) (1 — 25T0) — bry — biy(t — ),
t)(a1 — xa(ﬁ(f_l))) —ba2(t — 73), (1.7)

t)(as — 220,

where a;, b;, b and r all are positive parameters. The initial conditions are x(t) = ¢(t) > 0, $(0) >
0,y(t) = p(t) > 0,0(0) > 0, and z(t) = ¥ (t) > 0,¢(0) > 0,t € [—7,0], where 7 = max{7y, 72, 73}
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Noting that in the system (1.7), there are three time delays: 7 means that the saturation of the
environment would fully affect the species populations after some delay, for instead some of the
species or resources could be exhausted, but not immediately. The delay 75 could mean the first
predator species has to mature before it takes a large number of prey, and the same could be
true for 3. If 71, 75 and 73 are different positive numbers, the bifurcation method is hard to deal
with the model (1.7). Because the bifurcation equation of the model (1.7) will be

p1(\) +pa(N)e™ ™ 4 p3(N)e ™2 4+ py(N)e ™ = 0. (1.8)

Noting that the equation (1.8) is a transcendental equation with three different parameters 71, 72,
and 73. It is too hard to discuss equation (1.8). To my best knowledge, even if for a two delays
bifurcation equation, it was considered three cases: (i) 7 = 0, (ii) 7 = 72, (iii) 71 € (0,79) was
fixed, those cases indicate that there is one delay in the bifurcation equation (see [7-13]). By
means of the extended Chafee’s criterion, the present paper investigates the existence of periodic
solutions for the model (1.7).

2 Preliminaries

For the model (1.7) we have the following lemma:
Lemma 1. Assume that ajaq — boag > 0, and bibsas + rasas — byaiay > 0, then the system
(1.7) has a positive equilibrium point and all solutions are bounded.

K(bibzasz+razas—biaias) _ aias—bsaz .*
ra2a4+Kb(a1a47b2a3) Y= a2a4 )
as

and z* = 22y* is a positive equilibrium point of the system (1.7). From (1.7) we have

Proof. Obviously, under the above hypotheses, * =

w(t) = 2(0) exp( fy [r — “E) — py(s) — 2e=T2]ds) > 0, ¥t > 0

_ a (s baz(s—T13)
y(t) =y(0)e fo — x(iy(ri) S lds) >0, (2.1)
aqz(s
2(t) = z(0) e fo as — yiriylds) > 0

Noting that x(0) > 0,y(0) > 0 and z(0) > 0. From the above expressions of z(t), y(t), and z(t),
it is clear that all z(t),y(¢), and z(¢) remain nonnegative for all finite time. On the other hand,
from the first equation of the system (1.7), we get

.’L’(t — Tl)
K

CE(t — ’7'1)

2'(t) =rz(t)(1 - ) —bry — biy(t — m2) < rz(t)(l — T) (2.2)

Since equation (2.2) is a Bernoulli’s equation, we easily get z(t) < K(Vt > 0). Thus, we have
y(t) < 22 and z(t) < %:;;4 Therefore, all solutions of the system (1.7) are bounded. The

Ka1
proof is completed.
2
Now let fi = f;(zty 51) and fa= y(tz i)), make the change of variables z(t) — z(t) — z*,y(t) —
y(t) —y*, z(t) — z(t) — z*, by using the Taylor’s expansion, we have an equivalent system of the

model (1.7) as follows:

2'(t) = enx(t) — croy(t) — cizw(t — 1) — biy(t — Tz) — r(t)x(t — ) — Bx(t)y(t),
Yy (t) = eny(t) + 622x(t — 7'1+) — boz(t — 73) — cazy?(t) + coay(t)w(t — 71) — cos®(t — 71)
+Zz+y>2 11;' 1;7' gx 653 |( »U )
Z/(t) = 6312( ) + ngy(t — Tg) — C33% (t) —+ 634Z(t)y(t — 7‘2) — 035y2(t — Tg)
7 2k aJ-Hch
+Zj+k>2 ST KD Byiozk |(y *,2%)>
(2.3)
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* * * 12
where c11 = r — & — by*, c1o = ba*,c13 = " g = W20 ) = aég)g ,023 = %,024 =
* *\2 * * *\2 *
72(231)/2 ,C25 = 7‘1?5;/)3 ,C31 = asy—y3a42—,632 = aéf)ﬁ ,C33 = 5—3,034 = Q(Zﬁ; ,C35 = (y )2 System
(2.3) can be written as a matrix form
u'(t) = Au(t) + Bu(t — 1) + ®(u(t), u(t — 7)), (2.4)

where u(t) = [z(t),y(t), 2()]", u(t — 1) = [2(t — 1), y(t — 72), 2t - 73)]", (u(t), u(t — 7)) =
[~z — 1) — ba(t)y(t), —co3y?(t) + coay(t)x(t — 1) — copz®(t — 11)
2

i g, 81+J

T i T eayr dyJ Fl@n gy, —€332°(8) + caaz(B)y(t — 72) — casy®(t — 72)
J Lk 3J+k
+ 2 h2 il aywz #l(y,2)]", and
ci1 —c2 0
A = (aij)3x3 = 0 ¢ O ,
0 0 C31

—C13 —bl 0
B = (bij)sxs = 2 0 —by
0 C32 0

The linearized system of (2.4) is the following:
o' (t) = Au(t) + Bu(t — 7). (2.5)

It is known that the zero equilibrium point of the system (2.3) (or (2.4)) corresponds the positive
equilibrium point (x*,y*, 2*) of the equivalent system (1.7). In what follows, we only consider
the instability of the zero equilibrium point of the system (2.3).

3 The existence of periodic solution

Since system (2.5) is a linearized system of (2.4). One can see that system (2.4) is a disturbed
system of (2.5). If the trivial solution of the system (2.5) is unstable, then the trivial solution of
the system (2.4) is also unstable according to the theory of functional differential equations. So,
we have the following theorem.

Theorem 1. Assume that the system (2.5) has a unique trivial solution, o, as, a3 and Sy, B2, B3
are characteristic values of matrix A and matrix B, respectively. If there is a characteristic value,
say a3 > 0, and ag > |B1], or Re(aq) > 0, and Re(ay) > |Re(B1)| + [Im(B1)|- Then the trivial
solution of System (2.5) (thus the system (2.3)) is unstable, implying that there exists a limit
cycle in the system (1.7), namely, system (1.7) has a periodic solution.

Proof. We will show that the trivial solution of the system (2.5) is unstable. Since oy, a2, ag and
51, B2, B3 are characteristic values of matrix A and matrix B, respectively, then the characteristic
equation of the system (2.5) is the following:

H3: A — o — Bie_’\” =0. 3.1
=1

Under the assumption of theorem 1, we are led to an investigation of the nature of the roots for
equation

A — a1 — 6167)\7—1 =0. (32)
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If a; > 0, and a3 > |51], we claim that equation (3.2) has a real positive root. Let g(A\) = A—a; —
Bre~™. Then g()) is a continuous function of A. Noting that g(0) = —a; — 81 < —ay + 61| < 0,
there exists some suitably large positive number, say L such that g(L) = L—a;—f1e~ L™ > 0 since
eI — 0 as L is sufficiently large. Based on the Intermediate Value Theorem, there exists a A, €
(0, L) such that g(A«) = 0. In other words, there is a positive characteristic value of the equation
(3.2). If Re(a;) > 0, and Re(ay) > |Re(B1)| + |[Im(B1)|. We show that there is a positive real
part characteristic value of the equation (3.2). Let A = A\; +iXa, a1 = @11 +iaue, S1 = S11 +if12,
where Ay = Re(A\), a1 = Re(aq), B11 = Re(B1), and Ay = Im(\), a12 = Im(aq), f12 = Im(B1),
respectively. Separating the real part and imaginary part of the equation (3.2) we have

)\1 — Q11 — ﬁue*)‘lﬁ COS()\QTl) - 61267>\171 Sin()\QTl) = 0, (33)

)\2 — 12 — 5126_)\171 COS()\QTl) + 511€_>\17—1 Sin()\ng) =0. (34)

Let h(A1) = A\ — a11 — Brie M7 cos(Aamy) — PBrze M sin(Aa71). Then h();) is a continu-
ous function of A\;. h(0) = —aj1 — Bi1cos(Aatr) — Przsin(Aem1) < —ag1 + |B11| + |Bi2] < O
since Re(aq) > |Re(B1)| + |Im(B1)]. Obviously, there exists a positive number K such that
h(K) = K — a1 — frie K™ cos(Aa71) — Biroe KT sin(Ao7i) > 0. Again using the Intermediate
Value Theorem, there exists a A* € (0, K) such that h(A*) = 0, implying that there is a positive
real part characteristic value of the equation (3.2). This means that the trivial solution of the
system (2.5) (also the disturbed system (2.4)) is unstable. Equivalently, the unique equilibrium
point (z*,y*, z*) of the system (1.7) is unstable. This instability of the unique equilibrium point
together with the boundedness of the solutions will force system (1.7) to generate a limit cycle,
namely, a periodic solution according to the extended Chafee’s criterion [see 25] and the appendix
of [26]. The proof is completed.
Let p = max{ci1,co1 + | — cizf,es1},0 = max{ea| + | — cusl, [esa| + | = baf,| = b2|}, 7 =
min{7y, 73, 73}, then we have the following result.
Theorem 2. Assume that the system (2.5) has a unique trivial solution. If the following
condition holds

p4o>0. (3.5)

Then the trivial solution of the system (2.5) is unstable, implying that there exists a limit cycle
of the system (1.7), namely, the system (1.7) has a periodic solution.
Proof. To prove the instability of the trivial solution of the system (2.5), consider a special case
of (2.5):

u'(t) = Au(t) + Bu(t — 7.), (3.6)

where u(t — 7.) = [2(t — 7)), y(t — 7), 2(t — 7)]T. Let w(t) = z(t) + y(t) + 2(t). Noting that all
x(t),y(t), and z(t) are nonnegative for finite time. Therefore, w(t) > 0 for ¢ > 0, and

w'(t) < pw(t) + ow(t — 7). (3.7)
Specifically, consider a scalar equation
V' (t) = po(t) + ov(t — 7). (3.8)

According to the comparison theory of differential equation we have w(t) < v(t). We claim that
the trivial solution of the equation (3.8) is unstable. Indeed, the characteristic equation of (3.8)
is the follows:

A=p+oe . (3.9)
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Consider a function ¢(A\) = A — u — oe ™. Then ¢(A) is a continuous function of \. Not-

ing that ¢(0) = —u — 0 = —(p + o) < 0. Obviously, there exists a M > 0 such that
o(M) =M — p— e M™ > (. By the Intermediate Value Theorem, there exists a Ao € (0, M)
such that ¢(X\g) = 0. In other words, there exists a positive characteristic root of the equation
(3.9), this means that the trivial solution of the system (3.8) is unstable, implying that the trivial
solution of the system (3.7), thus (3.6) is unstable. According to the basic theory of delayed
differential equation: if the solution of the system is unstable for small time delay, then the
instability of the solution will maintain as delay increases [24]. Therefore, the trivial solution of
the system (2.5) is unstable, implying that the unique positive equilibrium point (z*,y*, z*) of
the system (1.7) is unstable. Similar to theorem 1, system (1.7) generates a limit cycle, namely,
a periodic solution. The proof is completed.

4 Computer simulation result

In model (1.7), we select the parameters as follows: r = 0.95, K = 25,0 = 0.86,b; = 0.18,b3 =
0.32,a; = 0.72,a2 = 0.95,a3 = 0.68,a4 = 1.52, then the unique positive equilibrium point
(z*,y*,2*) = (1.5007,0.9108,0.3823). Thus, ¢;; = 0.1287,¢15 = 1.2906,c¢;3 = 0.0570,¢91 =
—0.4335, coo = 0.3503,c31 = 0.5548, ¢35 = 0.2710. The characteristic values of matrix A and
matrix B are 0.5548, —0.4335,0.1287 and —0.0332, —0.0119 + 0.3858¢, —0.0119 — 0.3858¢, respec-
tively. Since 0.5548 > |—0.0332| > 0, the condition of Theorem 1 is satisfied. There exist periodic
solutions when time delays are selected as 7 = 0.65, 72 = 0.58, 73 = 0.62, and 7y = 0.60, 72 =
0.74, 73 = 0.68, respectively (see Fig.1). Then we select r = 1.15, K = 45,b = 0.56,b; = 0.48,by =
0.25,a1 = 0.64,a3 = 0.78, a3 = 0.54, a4 = 1.45, we see that the unique positive equilibrium point
(z*,y*,2*) = (1.9227,1.3595,0.5063). Thus, ¢1; = 0.3628,c10 = 1.0767,c13 = 0.0493,¢c01 =
—0.4875, coo = 0.3873,¢c31 = —0.5262, c32 = 0.1960. The characteristic values of matrix A and
matrix B are 0.3628, —0.4875, —0.5262 and —0.0103,—0.0195 + 0.48394, —0.0195 — 0.48391, re-
spectively. Since 0.3628 > | — 0.0103] > 0, the condition of Theorem 1 is satisfied. when time
delays are selected as 71 = 0.235, 75 = 0.256, 73 = 0.252, and 71 = 0.232, %5 = 0.260, 73 = 0.285,
respectively, there exist periodic solutions (see Fig.2). Finally, we select r = 1.35, K = 30,b =
0.26,b; = 0.45,b2 = 0.35,a; = 0.58,a2 = 1.18,a3 = 0.95,a4 = 1.65, the unique positive equi-
librium point (z*,y*, 2*) = (9.3902,3.0114,1.7340). Thus, ¢;; = 0.1287,¢12 = 1.2906,¢13 =
0.0570,c91 = —0.4335, 00 = 0.3503,¢c31 = 0.5548, ¢35 = 0.2710, and p = 0.8571,0 = 0.7210.
The condition of Theorem 2 is satisfied since u + ¢ > 0. When time delays are selected as
71 = 0.85, % = 0.78,73 = 0.88, and 71 = 0.90, 75 = 0.80,73 = 0.85, respectively, there exist
positive periodic solutions (see Fig.3). From the figures, we see that the more the value of r,
the greater the value of z*. Time delays affect the oscillatory frequency not too much. Even if
the parameter values of the first figure and the second figure are so different from each other,
their oscillatory frequencies are almost the same, implying that the construction of the solutions
is complex.

5 Conclusion

The present paper discusses a predator-prey model with three different time delays by means of
the extended Chafee’s criterion. Two sufficient conditions are provided to guarantee the existence
of positive periodic solutions. We change the nonlinear predator-prey model to a equivalent
system. The original positive equilibrium point changes to the zero equilibrium point of the



Existence of positive periodic solutions for a predator-prey model 51

(a) Time delays: 0.65, 0.58, 0.62.

0 10 20 30 40 50 60 70 80
Fig. 1 There is a periodic solution, solid line: x(t), dashed line: y(t), dotted line: z(t).

0

equivalent system. The instability of the trivial solution of the equivalent system implies the
instability of the positive equilibrium point of the original system. Our criterion is easy to check
compared to the bifurcation method.
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(a) Time delays: 0.235, 0.256, 0.252.

(b) Time delays: 0.232, 0.260, 0.285.

0 10 20 30 40 50 60 70 80
Fig. 2 There is a periodic solution, solid line: x(t), dashed line: y(t), dotted line: z(t).

(a) Time delays: 0.86, 0.78, 0.88.
40 T T T

(b) Time delays: 0.90, 0.80, 0.85
40 T T T T

301

201

10

R T

== = .1 . d S S ! [l
0 10 20 30 40 50 60 70 80
Fig. 3 There is a periodic solution, solid line: x(t), dashed line: y(t), dotted line: z(t).
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