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An orthogonal class of p-Legendre polynomials on

variable interval

Nidhi R. Joshi, Bhadreshkumar I. Dave

Abstract. The work incorporates a generalization of the Legendre polynomial by
introducing a parameter p > 0 in its generating function. The coefficients thus
generated, constitute a class of the polynomials which are termed as the p-Legendre
polynomials. It is shown that this class turns out to be orthogonal with respect to

the weight function: (1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1 over the interval (− 1√

p ,
1√
p ).

Among the other properties derived, include the Rodrigues formula, normalization,
recurrence relation and zeros. A graphic depiction for p = 0.5, 1, 2, and 3 is shown.
The p-Legendre polynomials are used to estimate a function using the least squares
approach. The approximations are graphically depicted for p = 0.7, 1, 2.

Keywords. p-deformed polynomial, Legendre polynomial, orthogonality, Rodrigues for-
mula, zeros

1 Introduction

The Circular Restricted 3 Body Problem (CR3BP) in astronomy is well known. It is pertaining to
the spacecraft’s motion in the presence of two bodies which are referred to as two primaries. One
can take two primaries as Sun and Earth. In CR3BP, two primaries move in circular orbits around
their barycentre whereas the third (infinitesimal) body moves in the gravitational field of the
primaries (Figure 1). Now if m1 and m2 are masses of the two primaries and m2/(m1+m2) = µ,
then normalizing the distance to be unity in rotating frame with unit angular velocity, the
locations of the two primaries are found to be on the x-axis at the points (−µ, 0, 0) and (1−µ, 0, 0).
The third (infinitesimal) body is taken to be located at some point (x, y, z) in the rotating frame.
Now, if r1 is the distance between the first primary and third body and r2 is the distance between
the second primary and third body, then [21, p. 8]

r21 = (x+ µ)2 + y2 + z2; r22 = (x− 1 + µ)2 + y2 + z2.

In order to expand the nonlinear term: 1−µ
r1

+ µ
r2
, the following formula is used [21, p. 146].

1√
(x−A)2 + (y −B)2 + (z − C)2

=
1

R

∑
n≥3

Pn

(
Ax+By + Cz

rD

)( r

R

)n

,
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in which R2 = A2 +B2 + C2, r2 = x2 + y2 + z2 and Pn(∗) is the Legendre polynomial.

Figure 1: CR3BP

Among many other physical phenomena, the
Legendre polynomials are associated with one
dimensional steady-state transport equation and
neutron scattering functions for one-energy group
(see [4] for the detailed account). Also, the Legen-
dre polynomials are occurring as the coefficients in
the power series expansion of an electric potential
function [5, Ch.11, p. 552-561]. This polynomial
also solves the Volterra integro-differential equa-
tions [25]. Legendre’s spectral-collocation method
has been used to solve stochastic delay differential
equations and delay differentials [19]. Moreover,
this polynomial is used in a spectral collocation
method for solving the system of nonlinear Fred-
holm integral equations of second kind [20]. Be-
sides this, the Legendre polynomial occurs in a Stochastic SIRS epidemic model [2] and in deter-
mining the mean values [13]. There is a good collection of multivariate orthogonal polynomials
in [16].

1.1 Notations and formulas

If A(n, k) denotes the expression involving n, k and the parameter(s) if any, then [26, Lemma 10,
p. 56] ∑

n≥0

∑
k≥0

A(n, k) =
∑
n≥0

∑
0≤k≤n

A(n− k, k). (1.1)

Let p ∈ R and z ∈ C, then the Pochhammer p-symbol is denoted and defined as [12, Definition
1, p.181]

(z)n,p = z(z + p)(z + 2p) · · · (z + (n− 1)p). (1.2)

The usual Pochhammer symbol: (z)n is the case p = 1. In fact, this Pochhammer p-symbol
motivated Diaz and Periguan to define the p-Gamma function denoted and defined as follows [12,
p.180].

Definition 1. For z ∈ C with ℜ(z) > 0 and for p > 0,

Γp(z) =

∫ ∞

0

tz−1 e−
tp

p dt. (1.3)

The instance p = 2 provides the Gaussian integral Γ2(z) [12, p. 183]. As noted by Diaz and
Periguan, the function Γp(z) comes from the above Pochhammer p-symbol which occurs in the
combinatorics of creation, annihilation operators [10, 11] and the perturbative computation of
Feynman integrals [9]. From (1.2) and (1.3), the following formulas may be verified [28, Ch. 1,
Eq. (1.3.8)].

(z)n,p =
Γp(z + np)

Γp(z)
, (1.4)
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(−np)k,p = pk(−n)k, (1.5)

(z)m+n,p = (z)m,p(z +mp)n,p, (1.6)

(z)n−k,p =
(−1)k(z)n,p

(p− z − np)k,p
, (1.7)

Γp(p) = 1, (1.8)

Γp(1) = p
1
p−1Γ

(
1

p

)
. (1.9)

Interestingly, for n = 1, the formula (1.4) reduces to the p-difference equation:

Γp(z + p) = zΓp(z). (1.10)

Following the the p-deformed Beta function in [12], we have

Definition 2. For p > 0, a, b ∈ C with ℜ(a, b) ̸= 0,−p,−2p, . . . ,

Bp(a, b) =
1

p

∫ 1

0

t
a
p−1 (1− t)

b
p−1 dt

=
2

p

∫ π/2

0

sin
2a
p −1 θ cos

2b
p −1 θ dθ, (1.11)

when t = sin2 θ. Moreover, in parallel to the classical case, the relation [12, p. 187]:

Bp(a, b) =
Γp(a) Γp(b)

Γp(a+ b)
, (1.12)

holds true. Diaz and Pariguan also defined the p-hypergeometric function as follows [12, p. 188].

Definition 3. For a = (a1, a2, . . . , ar) ∈ Cr, k = (k1, k2, . . . , kr) ∈ (R+)
r
, s = (s1, s2, . . . , sq) ∈

(R+)
q
, b = (b1, b2, . . . , bq) ∈ Cq with bi ∈ C\siZ<0, the hypergeometric function F (a, k, b, s)(x)

for x = (x1, x2, . . . , xn) ∈ Rn, is given by the formal power series:

F (a, k, b, s)(x) =
∑
n≥0

(a1)n,k1
(a2)n,k2

· · · (ar)n,kr

(b1)n,s1(b2)n,s2 · · · (bq)n,sq
xn

n!
. (1.13)

The ratio test permits the series to converge absolutely for all x if r ≤ q. For r = q + 1,
the series converges absolutely if |x| <

s1s2···sq
k1k2···kr.

The series diverges for r > q + 1. For y =

F (a, k, b, s)(x) with r ≤ q + 1 and x d
dx = D, it satisfies the differential equation [12, p. 188]:

[D(s1D + b1 − s1)(s2D + b2 − s2) · · · (sqD + bq − sq)

−x(k1D + a1)(k2D + a2) · · · (krD + ar)] y = 0. (1.14)

With regard to the standard generalized hypergeometric function notation and the choice k1 =
k2 = · · · kr = s1 = s2 = · · · sq = p, we shall denote the series in (1.13) by

rF
p
q

[
a1, a2, . . . , ar; x
b1, b2, . . . , bq

]
.

The p-binomial series is an instance r = 1, q = 0 of (1.13) which is given by [12, Example 19, p.
189] ∑

n≥0

(a)n,p
n!

xn = (1− px)−
a
p , a ∈ C, p > 0, |x| < 1

p
. (1.15)



20 Joshi, Dave

The Gauss summation formula [26, Theorem 18, p. 49]:

2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)

Γ(c− a)Γ(c− b)
, ℜ(c− a− b) > 0,

has the p-deformation [27, Cor. 6.2, p. 14]:

2F1((a, b), (p, p), (c), p)(1/p) = 2F
p
1 (a, b; c; 1/p) =

Γp(c)Γp(c− a− b)

Γp(c− a)Γp(c− b)
, (1.16)

where p > 0, c ∈ C\pZ≤0 and ℜ(c− a− b) > 0.

It is noteworthy that the p-deformed Special Functions’ theory does not always run parallel
to the classical theory. In fact, the p-extension of a Special Function is a state-of-art. It is
interesting to see that the interval of absolute convergence of the p-binomial series (1.15) is not
fixed; in fact, it can be magnified or diminished by allowing p to be smaller or larger. This
is not the case for the usual binomial series. Further, the function in (1.16) will be valid for
any value of p > 0. Thus the p-function will be valid for the argument≥ 1 or < 1. The circle
of convergence will change from |z| = 1 to |z| = 1/p. Not only p −2 F1[∗] functions, all those
p-hypergeometric functions: r+1Fr[∗], have variable regions of validity; for, the condition: |z| < 1
of absolute convergence will be replaced by the condition |z| < 1/p. Thus, the validity regions of
such series can be enlarged. On the other hand, the construction of p-polynomials’ class has the
advantage that it gives rise to a large number of orthogonal polynomials (as p varies). Moreover,
just like the p-Legendre polynomials’ case, the orthogonality interval depends on the values of p;
thereby the location of zeros will also go on vary. However, this is not the situation with all the
p-polynomials (see for instance, [17]).

Since the introduction of the k-Gamma function and k-Hypergeometric function [12], this
notion has been applied in several areas. A variety of integral representations are obtained for
the k-gamma and k-digamma function in [1]. This notion is also employed in the Fractional
Calculus; especially to the k-fractional integral and k-fractional derivative ([6], [15], [24]).
Regarding the applications, the k-Gamma and k-Beta functions are extended along with the
k-Beta distribution, and using these, the maximum likelihood estimators, central moments and
some properties based on expectation are studied. Also, pertaining to the real life problems,
the hazard rate function is computed, mean residue life function and entropy are determined
in [7]. The k-Gamma and k-Beta functions have also been extended to the matrix argument
and their properties namely, the functional relations, inequality, integral formula, and integral
representations are derived; moreover, an application to statistics is also illustrated [18].
The present work uses ’p-deformation’ since the letter ’k’ is used as a summation index.

1.2 p-Deformed Legendre duplication formula

The Legendre duplication formula is well known [26, Eq. (2), p. 24]. Its p-version is obtained in
the following theorem; but prior to this, we first prove in the following lemma which states that√
π also undergoes the p-deformation.

Lemma 1.1. For p > 0, there holds the identity:
√
π =

√
p Γp

(
p
2

)
.

Proof. In view of Definition 2,

pBp

(p
2
,
p

2

)
=

∫ 1

0

t−
1
2 (1− t)−

1
2 dt =

∫ 1

0

1√
1
4 −

(
t− 1

2

)2 dt = [
sin−1(2t− 1)

]1
0
= π.
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But from (1.8) and (1.12), Bp

(
p
2 ,

p
2

)
= Γ2

p

(
p
2

)
, hence, Γ2

p

(
p
2

)
= π

p .

Remark 1. For p = 1, the lemma recovers Γ( 12 ) =
√
π.

Theorem 1.1. For p > 0 and z ∈ C such that the p-Gamma functions involved are all defined,
there holds the formula: √

π

p
Γp(2z) = 2

2z
p −1 Γp(z) Γp

(
z +

p

2

)
. (1.17)

Proof. In Definition 2 and in (1.11) and (1.12), putting a = b = z to get

Γ2
p(z)

2 Γp(2z)
=

1

p 2
2z
p −1

∫ π/2

0

sin
2z
p −1(2θ) dθ =

1

p 2
2z
p

∫ π

0

sin
2z
p −1(ϕ) dϕ,

where 2θ = ϕ. Now from the theory of definite integrals, f(x) = f(2a− x) implies∫ 2a

0

f(x) dx = 2

∫ a

0

f(x) dx,

hence,

Γ2
p(z)

2 Γp(2z)
=

2

p 2
2z
p

∫ π/2

0

sin
2z
p −1(ϕ) dϕ =

1

2
2z
p

Bp(z,
p

2
) =

1

2
2z
p

Γp(z) Γp

(
p
2

)
Γp

(
z + p

2

) .

The theorem follows by simplifying the extreme sides expressions.

Remark 2. For p = 1, the p-duplication formula of this theorem reduces to the usual Legendre
duplication formula [26, Eq. (2), p. 24].

2 p-Legendre Polynomial

We generalize the generating function (1− 2xt+ t2)−
1
2 of the Legendre polynomial: Pn(x) in the

form (1− p(2xt− t2))−
1
2p for p > 0, and expand it in powers of t as follows.

(1− p(2xt− t2))−
1
2p =

∑
n≥0

(
1
2

)
n,p

n!
(2xt− t2)n

=
∑
n≥0

(
1
2

)
n,p

n!
tn

∑
0≤k≤n

n!

(n− k)!k!
(−1)k tk (2x)n−k

=
∑
n≥0

∑
0≤2k≤n

( 12 )n−k,p

(n− 2k)!k!
(−1)k(2x)n−2k tn.

On the right hand side, the coefficients of the series in powers of t thus generated are denoted
and given by

Pn,p(x) =
∑

0≤2k≤n

(−1)k( 12 )n−k,p

(n− 2k)!k!
(2x)n−2k
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to which we call the p-Legendre polynomials constituting the class P. Thus P = {Pn,p(x);n ∈
{0} ∪ N, p > 0} possess the generating function relation (GFR):

(1− p(2xt− t2))−
1
2p =

∑
n≥0

Pn,p(x) t
n. (2.1)

Remark 3. For p = 1, Pn,p(x) immediately reduces to the classical form.

2.1 Hypergeometric Form

The hypergeometric form of a polynomial is useful in deriving certain properties. With the
objective of deriving the differential equation as well as the Rodrigues formula, we obtain such a
representation of Pn,p(x). For this, we expand the generating function with the aid of the formulas

(1.4), (1.5), (1.15), and assume the conditions
∣∣∣ 2t(

√
p x−1)√

p(1−√
p t)2

∣∣∣ < 1 and |t| < √
p. We then have

(1− p(2xt− t2))−
1
2p = [1− 2pxt+ pt2]−

1
2p = [(1−√

pt)2 − 2
√
pt(

√
p x− 1)]−

1
2p

= (1−√
p t)−

1
p

[
1−

2
√
p t(

√
p x− 1)

(1−√
p t)2

]− 1
2p

= (1−√
p t)−

1
p

∑
k≥0

( 12 )k,p

k!

(
2t(

√
p x− 1)

√
p (1−√

p t)2

)k

=
∑
k≥0

( 12 )k,p

p
k
2 k!

(
√
p x− 1)k(2t)k(1−√

p t)−
2kp+1

p

=
∑
k≥0

( 12 )k,p

p
k
2 k!

(
√
p x− 1)k(2t)k

∑
n≥0

(2kp+ 1)n,p
n!

(
t
√
p

)n

=
∑
n≥0

∑
k≥0

Γp(
1
2 + kp)

p
n+k

2 k!n!

Γp(2kp+ 1 + np)

Γp(
1
2 )Γp(2kp+ 1)

(
√
p x− 1)k(2t)ktn.

In view of the p-Legendre duplication formula (1.17) with z = kp+ 1
2 and Lemme 1.1, we have

2k
Γp(

1
2 + kp)

Γp(2kp+ 1)
= 21−k− 1

p
Γp

(
p
2

)
Γp(kp+

p+1
2 )

= 21−k− 1
p

√
π

√
p Γp(kp+

p+1
2 )

. (2.2)

This, with the double sum (1.1) enable us to proceed for further simplification as follows.

(1− p(2xt− t2))−
1
2p

=
21−

1
p
√
π

√
p Γp(

1
2 )

∑
k≥0

∑
n≥0

Γp(2kp+ np+ 1)

Γp(kp+
1+p
2 )k!n!

(√
p x− 1

2

)k (
t
√
p

)n+k

=
21−

1
p
√
π

√
p Γp(

1
2 )Γp(

1+p
2 )

∑
n≥0

Γp(np+ 1)tn

p
n
2 n!

∑
0≤k≤n

(np+ 1)k,p

( 1+p
2 )k,p

(−1)kn!

k!(n− k)!

(
1−√

p x

2

)k

=
21−

1
p
√
π

√
p Γp(

1
2 )Γp(

1+p
2 )

∑
n≥0

Γp(np+ 1)

p
n
2 n!

2F
p
1

[
−np, np+ 1;

1−√
p x

2p
1+p
2 ;

]
tn.
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Hence, from the generating function relation (2.1), the hypergeometric function form occurs in
the form:

Pn,p(x) =
21−

1
p
√
π Γp(np+ 1)

p
n+1
2 n! Γp(

1
2 )Γp(

1+p
2 )

2F
p
1

[
−np, np+ 1;

1−√
p x

2p
1+p
2 ;

]
.

Finally, using the formulas (1.4) with z = 1, and (1.17) with z = 1/2, this reduces to the elegant
form:

Pn,p(x) =
(1)n,p
pn/2n!

2F
p
1

[
−np, np+ 1;

1−√
p x

2p
1+p
2 ;

]
. (2.3)

Remark 4. For p = 1, it reduces to the 2F1()− n, n+ 1; 1; 1−x
2 ) [26, Eq. (2), p. 64].

3 Differential Equation

The differential equation of a polynomial can be exploited for deriving the orthogonality property
of the polynomial. Here particularizing the equation (1.14) appropriately, we obtain the equation
satisfied by the polynomials Pn,p(x) ∈ P. For that we choose r = 2, q = 1, k1 = k2 = l1 =

p, x d
dx = D, then for y = 2F

p
1

[
a1, a2; z

b1;

]
, the differential equation (1.14) gets reduced to

[D(pD+ b1 − p)− z(pD+ a1)(pD+ a2)]y = 0.

Further simplification yields

[p(1− pz)zD2 + (b1 − (a2 + a1 + p)pz)D− a1a2]y = 0. (3.1)

In this, the substitutions a1 = −np, a2 = np+ 1, b1 = 1+p
2 and z =

1−√
p x

2p , provide the equation

satisfied by y = Pn,p(x) of (2.3), in the form:[
4p

(
p− p2

(
1−√

p x

2p

))(
1−√

p x

2p

)
d2

dx2
− 2

√
p

(
1 + p

2
− (p(np+ 1)+

×p(−np) + p2)
)(1−√

p x

2p

)
d

dx
+ np(np+ 1)

]
y = 0.

This finally simplifies to the elegant form:[
(1−√

p x)(1 +
√
p x)

d2

dx2
− (1 + p)x

d

dx
+ n(np+ 1)

]
y = 0. (3.2)

We thereby obtain a family of ODEs (3.2) having the solutions Pn,p(x) for a given p.

4 Rodrigues Formula

This formula expresses the polynomial as the n-th derivative of certain function. This formula is a
state of art; it plays a typical role in introducing a polynomial [30], or in deriving an explicit form
of a polynomial [26, Eq. (9), p. 162]. Our objective here is to apply this formula to normalize
our p-polynomial. For that, we use the series transformation as stated in the following lemma
[17, Lemma 2.1, p. 189].
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Lemma 4.1. For p > 0, and |z| < min .{1, 1
p},

2F
p
1

[
a, b; z

c;

]
= (1− pz)−

a
p
2F

p
1

[
a, c− b; −z

1−pz

c;

]
. (4.1)

Using this, the Rodrigues formula is obtained in

Theorem 4.1. For p > 0, n ∈ {0} ∪ N, there holds the n-th derivative representation:

Pn,p(x) =
(−1)n(1)n,p

2n n! ( 1+p
2 )n,p

(1−√
p x)1−

p+1
2p (1 +

√
p x)1−

p+1
2p

×Dn
[
(1−√

p x)
p+1
2p +n−1

(1 +
√
p x)

p+1
2p +n−1

]
. (4.2)

Proof. The hypergeometric form (2.3) under the transformation (4.1), assumes the form:

Pn,p(x) =
p−

n
2 (1)n,p
n!

(√
p x+ 1

2

)n ∑
0≤k≤n

(−np)k,p(
1+p
2 − np− 1)k,p

pk( 1+p
2 )k,pk!

× (
√
p x+ 1)

−k
(
√
p x− 1)

k

=
p−

n
2 (1)n,p
2n n!

∑
0≤k≤n

(−n)k(p− 1+p
2 − np)k,p

( 1+p
2 )k,p k!

(
√
p x− 1)

k
(
√
p x+ 1)

n−k
.

Using the formula (1.7) for (p− 1+p
2 − np)k,p, gives

Pn,p(x) =
p−

n
2 (1)n,p
2n n!

∑
0≤k≤n

(−1)k(−n)k(
1+p
2 )n,p

( 1+p
2 )k,p(

1+p
2 )n−k,pk!

(1 +
√
p x)n−k(

√
p x− 1)k

=
p−

n
2 (1)n,p ( 1+p

2 )n,p

2n n! Γp(
1+p
2 + np)

∑
0≤k≤n

(
n

k

)
(−1)k( 1+p

2 )n,p

( 1+p
2 )k,p(

1+p
2 )n−k,p

×(1−√
p x)k (

√
p x+ 1)

n−k
. (4.3)

Now, with d
dx = D,

D[(1−√
p x)

p+1
2p +(n−1)] = −p−1/2

{
p+ 1

2
+ (n− 1)p

}
(1−√

p x)
p+1
2p +(n−2),

D2[(1−√
p x)

p+1
2p +(n−1)] = p−1

{
p+ 1

2
+ (n− 1)p

}{
p+ 1

2
+ (n− 2)p

}
×(1−√

p x)
p+1
2p +(n−3),

in general,

Dn−k[(1−√
p x)

p+1
2p +(n−1)]

= (−√
p )n−kpk−n

{
p+ 1

2
+ (n− 1)p

}{
p+ 1

2
+ (n− 2)p

}
· · ·

{
p+ 1

2
+ kp

}
×
{
p+ 1

2
+ (k − 1)p

}{
p+ 1

2
+ (k − 2)p

}
· · ·

{
p+ 1

2

}
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×
(1−√

p x)
p+1
2p +(k−1){

p+1
2 + (k − 1)p

}{
p+1
2 + (k − 2)p

}
· · ·

{
p+1
2

}
= (−1)n−kp−(n−k)/2 (

p+1
2 )n,p

(p+1
2 )k,p

(1−√
p x)

p+1
2p +(k−1). (4.4)

Proceeding similarly, we arrive at

Dk[(1 +
√
p x)

p+1
2p +(n−1)] = p−

k
2

(p+1
2 )n,p

(p+1
2 )n−k,p

(1 +
√
p x)

p+1
2p +(n−k−1). (4.5)

Using (4.4) and (4.5) in (4.3), gives

Pn,p(x) =
p−

n
2 (1)n,p

2n n! ( 1+p
2 )n,p

∑
0≤k≤n

(
n

k

)
(−1)k

[
(−1)n−kp

n−k
2 (1−√

p x)1−
p+1
2p

× Dn−k
{
(1−√

p x)
p+1
2p +n−1

}] [
p

k
2 (1 +

√
p x)1−

p+1
2p

×Dk
{
(1 +

√
p x)

p+1
2p +n−1

}]
=

(−1)n(1)n,p

2n n! ( 1+p
2 )n,p

(1−√
p x)1−

p+1
2p (1 +

√
p x)1−

p+1
2p

×
∑

0≤k≤n

(
n

k

)
Dn−k

{
(1−√

p x)
p+1
2p +n−1

}
Dk

{
(1 +

√
p x)

p+1
2p +n−1

}
,

whose simplification proves the theorem.

Remark 5. The Rodrigues formula: Pn(x) = (2nn!)
−1

Dn{(x2− 1)n} follows at once from (4.2)
when p = 1 ([26, Eq. (7), p. 162]).

5 Orthogonality

This property has several applications; for instance, in Lagrange interpolation, least square ap-
proximation, moment preserving spline approximation, Gauss quadrature for rational functions,
discretization of the measure (for more details see [14, 23]), in mass transfer diffusion equation
arising in food engineering [3]. Moreover, the range of orthogonality ensures the location of zeros
of the polynomial. Interestingly, the class P turns out to be orthogonal over the variable interval
as seen in the following theorem.

Theorem 5.1. For p > 0, n,m ∈ {0} ∪ N with n ̸= m,∫ 1√
p

− 1√
p

(1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1yn ym dx = 0, (5.1)

wherein yj = Pj,p(x).

Proof. We use the notation: ′′′ to denote the derivative with respect to x. The differential

equation (3.2) is multiplied by (1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1 to get

(1−√
p x)

p+1
2p (1 +

√
p x)

p+1
2p y′′ − (1 + p)x(1−√

p x)
p+1
2p −1(1 +

√
p x)

p+1
2p −1y′
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+(1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1n(np+ 1)y = 0. (5.2)

Noticing that[
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′

]′
= (1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′′ +

[
(1 +

√
p x)

p+1
2p

(
p+ 1

2p

)
(−√

p )(1−√
p x)

p+1
2p −1

+

(
p+ 1

2p

)
(
√
p )(1 +

√
p x)

p+1
2p −1(1−√

p x)
p+1
2p

]
y′

= (1−√
p x)

p+1
2p (1 +

√
p x)

p+1
2p y′′ + (1−√

p x)
p+1
2p −1(1 +

√
p x)

p+1
2p −1(p+ 1)xy′,

hence the equation (5.2) assumes the form:{
(1−√

px)
p+1
2p (1 +

√
px)

p+1
2p y′

}′
+ (1−√

px)
p+1
2p −1(1 +

√
px)

p+1
2p −1n(np+ 1)y = 0. (5.3)

The general Strum-Liouville equation with the operator: d
dx [s(x)

d
dx ] + t(x), is given by [29, Eq.

(12.68), p. 237]
[s(x)u′(x)]

′
+ t(x)u(x) + λw(x)u(x) = 0.

If s(x) = (1 +
√
p x)

p+1
2p (1 − √

p x)
p+1
2p , u(x) = y = Pn,p(x), t(x) = 0, λ = n(np + 1), w(x) =

(1 +
√
p x)

p+1
2p −1(1−√

p x)
p+1
2p −1, then this general equation reduces to the equation (5.3). The

equation (5.3) gives rise to two equations; for y = yn = Pn,p(x) and for y = ym = Pm,p(x); as
respectively stated below.{

(1−√
p x)

p+1
2p (1 +

√
p x)

p+1
2p y′n

}′
+ (1−√

p x)
p+1
2p −1(1 +

√
p x)

p+1
2p −1

×n(np+ 1)yn = 0, (5.4)

and {
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′m

}′
+ (1−√

p x)
p+1
2p −1(1 +

√
p x)

p+1
2p −1

×m(mp+ 1)ym = 0. (5.5)

Now, (5.4) is multiplied by ym and (5.5) is multiplied by yn, and then one of the equations is
subtracted from the other to get

ym

{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′n

}′
− yn

{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′m

}′

+(1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1(n−m)(np+mp+ 1)ynym = 0. (5.6)

Here the first two terms of this last equation can further be simplified by introducing the term

(1−√
p x)

p+1
2p (1 +

√
p x)

p+1
2p y′ny

′
m as follows.

ym

{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′n

}′
− yn

{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′m

}′

=
{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′nym − (1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p y′myn

}′

=
{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p (y′nym − y′myn)

}′
.
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Using this in (5.6), results in the elegant form:{
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p (y′nym − y′myn)

}′
+ (1−√

p x)
p+1
2p −1(1 +

√
p x)

p+1
2p −1

×(n−m)(np+mp+ 1)ynym = 0.

Now integrating the last equation with respect to x from a to b, gives

(m− n)(np+mp+ 1)

∫ b

a

(1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1ynym dx

=
[
(1−√

p x)
p+1
2p (1 +

√
p x)

p+1
2p (y′nym − y′myn)

]b
a
.

For the choice a = − 1√
p and b = 1√

p , the right hand side vanishes. Thus, the orthogonality of

the class P follows for n ̸= m.

Remark 6. (1) It is noteworthy that for p ∈ (0, 1), the locations of the zeros get enlarged,
whereas for p > 1, the locations of zeros get diminished.
(2) For p = 1, (5.1) reduces to the orthogonality of Pn(x) [26, Eq. (7), p. 174].

6 Normalization

This property is pertaining to the evaluation of the orthogonality integral for the same degree of
the polynomials. In this section, we normalize the sequence {Pn,p(x)} by evaluating the integral
in (5.1) for n = m. We have

Theorem 6.1. For yn = Pn,p(x), p > 0,∫ 1√
p

− 1√
p

Ψ(p,n)(x) y2n dx = 1, (6.1)

in which the function:

Ψ(p,n)(x) = p
2−3p
2p 2−

1
p

n!(1 + 2np) Γ( 1p )

(1)n,p
(
Γp(

p+1
2 )

)2 (1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1.

Proof. We use the notation g(n) to denote the integral (5.1) for n = m, and use the Rodrigues
formula (4.2) for yn in the integrand, to get

g(n) =

∫ 1√
p

− 1√
p

(1−√
p x)

p+1
2p −1(1 +

√
p x)

p+1
2p −1y2n dx

=
(−1)n(1)n,p

2nn! ( 1+p
2 )n,p

∫ 1√
p

− 1√
p

[
Dn(1−√

p x)
p+1
2p +n−1(1 +

√
p x)

p+1
2p +n−1

]
yn dx.

After carrying out the method of integration by parts n-times, the integral simplifies to

g(n) =
(1)n,p

2n n! ( 1+p
2 )n,p

∫ 1√
p

− 1√
p

[
(1−√

p x)
p+1
2p +n−1(1 +

√
p x)

p+1
2p +n−1

]
(Dnyn) dx. (6.2)
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Since Dn(1−√
p x)n = (−1)np

n
2 n!, we get

Dnyn = p−
n
2
(−n)n(1)n,p(np+ 1)n,p

2n( 1+p
2 )n,pn!n!

Dn(1−√
p x)n =

p Γp(2np+ 1)

2n Γp(1) (
1+p
2 )n,p

. (6.3)

Using (6.3) in (6.2), gives

g(n) =
(1)n,pΓp(2np+ 1)

22n n! Γp(1)
(
( 1+p

2 )n,p
)2 ∫ 1√

p

− 1√
p

[
(1−√

px)
p+1
2p +n−1(1 +

√
px)

p+1
2p +n−1

]
dx

=
(1)n,pΓp(2np+ 1)

22n n! Γp(1)
(
( 1+p

2 )n,p
)2 In,

say. For transforming the integral In to the Beta integral, we put 1 +
√
px = 2t to get

In =

∫ 1

0

(2(1− t))
p+1
2p +n−1(2t)

p+1
2p +n−1 2

√
p
dt =

2
1
p+2n

√
p

∫ 1

0

(1− t)
p+1
2p +n−1 t

p+1
2p +n−1 dt.

= 2
1
p+2n√p

Γp(
p+1
2 + np)Γp(

p+1
2 + np)

Γp(p+ 1 + 2np)
. (6.4)

Thus from (1.9), (1.10) and Lemma 1.1, we obtain after little simplification,

g(n) =
p

3p−2
2p 2

1
p (1)n,p

(
Γp(

p+1
2 )

)2
n! (1 + 2np) Γ( 1p )

. (6.5)

The normalization thus, follows.

Remark 7. For p = 1, this particularizes to g(n) = 2
2n+1 of the Lagendre polynomial [26, Eq.

(12), p. 175].

7 Recurrence Relations

The members Pn,p(x) of P being orthogonal, they satisfy the three-term (or pure) recurrence
relation (PRR). This will be derived with the help of the differential recurrence relations (DRRs).

7.1 Differential Recurrence Relations

With the objective of obtaining PRR, we derive the DRRs as follows. The GFR (2.1) when
differentiated partially with respect to t and then multiplied by 2pt, gives

2pt(1− p(2xt− t2))
−1−2p

2p (x− t) = 2pt
∑
n≥1

nPn,p(x)t
n−1. (7.1)

Again the GFR (2.1) is differentiated partially with respect to x and then multiplied by (1−pt2)
to get

(1− pt2)(1− p(2xt− t2))
−1−2p

2p = (1− pt2)
∑
n≥1

P
′

n,p(x)t
n−1. (7.2)
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Now, subtracting (7.1) from (7.2), we get

(1− p(2xt− t2))
−1−2p

2p
[
(1− pt2)− 2pt(x− t)

]
=

∑
n≥1

P
′

n,p(x)t
n−1 − p

∑
n≥1

P
′

n,p(x)t
n+1 − 2p

∑
n≥1

nPn,p(x)t
n. (7.3)

The left hand side function simplifies to the GFR (1− p(2xt− t2))
−1
2p , hence in view of (2.1), we

obtain the identity∑
n≥0

Pn,p(x)t
n =

∑
n≥1

P
′

n,p(x)t
n−1 − p

∑
n≥1

P
′

n,p(x)t
n+1 − 2p

∑
n≥1

nPn,p(x)t
n,

which leads to the DRR:

(2np+ 1)Pn,p(x) = P
′

n+1,p(x)− p P
′

n−1,p(x). (7.4)

Now, in order to derive another DRR, we need the following lemma of a general GFR.

Lemma 7.1. If G(2pxt− pt2) =
∑
n≥0

µn(x)t
n, then there holds the DRR:

xµ
′

n(x)− nµn(x) = µ
′

n−1(x), n ≥ 1. (7.5)

Proof. The proof runs as follows. With the convention G(2pxt−pt2) = G, the general GFR of the
hypothesis is differentiated partially with respect to t, and again the same GFR is differentiated
partially with respect to x to get

∂G

∂t
= 2p(x− t)G′, and

∂G

∂x
= 2ptG′.

These two derivatives are connected by the partial differential equation:

t
∂G

∂t
− (x− t)

∂G

∂x
= 0.

This equation with G is replaced by its power series of the hypothesis gives µ′
0(x) = 0 and for

n ≥ 1, ∑
n≥1

nµn(x)t
n − x

∑
n≥1

µ′
n(x)t

n +
∑
n≥1

µ′
n−1(x)t

n = 0.

The lemma now follows by comparing the coefficients of the power series both sides.

In (7.5), the choice µn(x) = Pn,p(x) readily provides the relation:

xP ′
n,p(x) = nPn,p(x) + P ′

n−1,p(x). (7.6)

The DRRs (7.4) and (7.6) when combined, yields

pxP
′

n,p(x) = P
′

n+1,p(x)− (np+ 1)Pn,p(x).

In this, replacing n by n− 1, we get

pxP
′

n−1,p(x) = P
′

n,p(x)− (np− p+ 1)Pn−1,p(x). (7.7)

Substituting P
′

n−1,p(x) from this DRR in (7.6), we find after some simplification,

(px2 − 1)P
′

n,p(x) = npxPn,p(x)− (np− p+ 1)Pn−1,p(x). (7.8)
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7.2 Pure Recurrence Relation

We proceed to deduce it as follows. We first multiply the DRR (7.6) by (px2 − 1) to get

x(px2 − 1)P
′

n,p(x) = n(px2 − 1)Pn,p(x) + (px2 − 1)P
′

n−1,p(x). (7.9)

In this, eliminating the derivative terms with the aid of (7.8), we get

npx2Pn,p(x)− npx2Pn,p(x) + nPn,p(x) = npxPn−1,p(x)− pxPn−1,p(x)

+xPn−1,p(x) + npxPn−1,p(x)− pxPn−1,p(x)− (np− 2p+ 1)Pn−2,p(x),

which on simplification, yields the desired recurrence (cf. [26, Eq. (2), p. 160] for p = 1):

nPn,p(x) = (2(n− 1)p+ 1)xPn−1,p(x)− [(n− 2)p+ 1]Pn−2,p(x), n ≥ 2.

8 Zeros

From the orthogonality property, it follows that the zeros of Pn,p(x) lie within the interval
(− 1√

p ,
1√
p ). We use the MATLAB program for obtaining the zeros. As mentioned in [22, p. 39],

the eigen values of a Companion matrix of a monic polynomial (as defined below) are precisely
the zeros of that polynomial.

Definition 4. For a monic polynomial f(x) = xn + an−1x
n−1 + · · ·+ a1x+ a0, the companion

matrix of order n× n, denoted by C(f(x)), is defined as [22, p. 39]

C(f(x)) =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

...
...

0 0 0 · · · 0 1
−a0 −a1 −a2 · · · −an−2 −an−1

 .

We consider the monic form:

P̃n,p(x) =
n!

2n( 12 )n,p
Pn,p(x) =

∑
0≤2j≤n

γn,j xn−2j ,

of Pn,p(x), where

γn,j = (−1)j
2−2j n! ( 12 )n−j,p

( 12 )n,p (n− 2j)! j!
.

With these γn,j ’s, the companion matrix C(P̃n,p(x)) will be same as the above matrix with last

row elements: aj = γn,j . The eigen values of this matrix are precisely the zeros of P̃n,p(x) [22,
Remark, p. 39].

8.1 MATLAB programming

We make an attempt to obtain the zeros as the eigen values of the class P by assigning the
particular values to p and n on the MATLAB platform. The program follows.
clear all
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clc
n=input(’Enter the value of n:’);
p=input(’Enter the value of p:’);
a=zeros(1,n+1);
for i=1:n+1
nume = (2)(−2∗(k−1)) ∗ ((−1)(k−1)) ∗ fnp((1/2), (n− (k − 1)), p) ∗ factorial(n);
deno = factorial(n− 2 ∗ (k − 1)) ∗ factorial(k − 1) ∗ fnp((1/2), n, p);
z = ((n+ 1)− (2 ∗ (k − 1))) a(1, z) = nume/deno;
end
a
b=fliplr(a)
c=compan(b)
eig(c)

Example 1. For the special p-Legendre Polynomial P̃4,2(x), the following is the output.
OUTPUT:
Enter the value of n: 4
Enter the value of p: 2
a = [0.0256 0 − 0.4615 0 1.0000]
b = [1.0000 0 − 0.4615 0 0.0256]

c =


0 0.4615 0 −0.0256

1.0000 0 0 0
0 1.0000 0 0
0 0 1.0000 0


Eigenvalues = 0.6300, -0.6300, -0.2542, 0.2542.

Thus, the zeros of P̃4,2(x) are ±0.6300,±0.2542 in the interval (−0.7071, 0.7071). Similarly,

for n = p = 3, this program provides the zeros: 0,±0.4804 of P̃3,3(x) in (−0.57735, 0.57735).

Likewise, for n = 4, p = 0.25, we obtain the zeros: ±1.4548,±0.5324 of P̃4,0.25(x) in (−2, 2).

9 Application: Least square approximation

The class P of p-Legendre polynomials can be used to approximate a continuous function F (x)
by using the Least square approximation method [8, Sec. 8.2, p. 510, Theorem 8.6, p. 515].

Theorem 9.1. If {µj(x); j ∈ {0} ∪ N} is an orthogonal set of polynomials with respect to the
weight function W (x) > 0 on an interval [a, b], then the least square approximation to a continuous
function F (x) on this interval, is given by

ϵ (c0, c1, . . . , cn) =

∫ b

a

W (x)

F (x)−
∑

0≤i≤n

ciµi(x)

2

dx = minimum, (9.1)

where the coefficients

ci =

∫ b

a
W (x)F (x)µi(x)dx∫ b

a
W (x)[µi(x)]2 dx

. (9.2)
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Figure 2: Legendre Polynomial(p = 1)
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Figure 3: Legendre Polynomial for p = 0.5
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Figure 4: Legendre Polynomial for p = 2
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Figure 5: Legendre Polynomial for p = 3

These coefficients are determined form (9.1) by solving the PDEs ∂ϵ/∂ci = 0 which are
necessary conditions to minimize ϵ (c0, c1, . . . , cn) [8, p. 510]. Following this theorem, we have
for the polynomials Pn,p(x),

ϵ (c0, c1, . . . , cn) =

∫ 1√
p

− 1√
p

(1− px2)
p+1
2p −1

F (x)−
∑

0≤i≤n

ciPi,p(x)

2

dx = minimum, (9.3)

in which

ci =

∫ 1√
p

− 1√
p

(1− px2)
p+1
2p −1F (x)Pi,p(x) dx∫ 1√

p

− 1√
p

(1− px2)
p+1
2p −1[Pi,p(x)]2 dx

. (9.4)

We illustrate this theorem by choosing n = 0, 1, 2 and F (x) = x3. We record the particular
polynomials P0,p(x) = 1, P1,p(x) = x, P2,p(x) =

1
2 [(1 + 2p)x2 − 1], and P3,p(x) =

1
6 (1 + 2p)(1 +

4p)x3 −
(
1
2 + p

)
x.

Example 2. Using the p-Legendre polynomials Pn,p(x), the function F (x) = x3 can be approx-
imated in the sense of least square on the interval (−1/

√
p, 1/

√
p) as follows.
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We consider x3 ≈ c0P0,p(x) + c1P1,p(x) + c2P2,p(x), then

ϵ (c0, c1, c2) =

∫ 1√
p

− 1√
p

(1− px2)
p+1
2p −1

[
x3 − c0P0,p(x) + c1P1,p(x) + c2P2,p(x)

]2
dx.

Now, with g(n) of (6.5), we have from (9.4),

c0 = [g(0)]−1

∫ 1√
p

− 1√
p

(1− px2)
p+1
2p −1x3P0,p(x) dx,

c1 = [g(1)]−1

∫ 1√
p

− 1√
p

(1− px2)
p+1
2p −1x3P1,p(x) dx,

c2 = [g(2)]−1

∫ 1√
p

− 1√
p

(1− px2)
p+1
2p −1x3P2,p(x) dx.

Here, the coefficients c0 = 0 = c2 since the integrand of their respective integrals being odd
functions of x. The evaluation of the integral of coefficient c1 may be carried out by means of
the substitution px2 = u, say. In order to avoid the mixing up of p-Gamma functions and usual
Gamma functions in evaluation, we adhere to the Definition 2 and the relation (1.12). Thus, we
have

c1 =
1

p

∫ 1

0
(1− u)

p+1
2p −1u

3
2 du∫ 1

0
(1− u)

p+1
2p −1u

1
2 du

=
1

p

βp(
p+1
2 , 5p

2 )

βp(
p+1
2 , 3p

2 )
=

1

p

Γp(
p+1
2 )Γp(

5p
2 )

Γp(
6p+1

2 )
·

Γp(
4p+1

2 )

Γp(
p+1
2 )Γp(

3p
2 )

=
1

p

( 3p2 )Γp(
3p
2 )

( 4p+1
2 )Γp(

4p+1
2 )

·
Γp(

4p+1
2 )

Γp(
3p
2 )

=
3

4p+ 1
.

Consequently,

x3 ≈ 3

4p+ 1
P1,p(x) =

3

4p+ 1
x.

For p = 0.7, x3 ≈ (0.78947)x; for p = 1, x3 ≈ (0.6)x; and for p = 2, x3 ≈ (0.3333)x.

The graphs in figures 6-8 are in the order of improvement of the approximation.
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Figure 6: x3 ≈ c1P1,0.7(x)
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Figure 7: x3 ≈ c1P1,1(x)
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Figure 8: x3 ≈ c1P1,2(x)



34 Joshi, Dave

10 Conclusion

(I) The graphs show the behavior of the polynomial for different values of the parameter p.
With regard to the figure 1 of graphs of the classical Legendre polynomial, we have the
following observations. As the values of p increase, the function value y = Pn,p(x) also
increase. At the same time the span of graph decrease. To see this, consider the graph
in Figure-4. The graph of P4 = P4,2(x) intersects the x-axis little away from the values
x = ±0.2; whereas in Figure-5, intersection of same graph with x-axis occurs relatively
very near to x = ±0.2. The contrary behave for the values p < 1 (Fig. 3).

(II) Graphs in figures 6 through 8 exhibit the approximation of the function f(x) = x3 by
the polynomial P1,p(x) with 0.7, 1, and 2. The approximations of the two new classes:
{Pn,p(x); 0 < p < 1} and {Pn,p(x); p > 1} are illustrated with specific choices of values
of p (Fig. 6,8). It can be seen from the flow of the figures 6 → 7 → 8, that the nice
approximation is achieved as the values of p increase.
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