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A NEW OSCILLATION CRITERION FOR TWO-DIMENSIONAL
DYNAMIC SYSTEMS ON TIME SCALES

JIA BAOGUO

Abstract. Consider the linear dynamic system on time scales
ud = pu, v =—qu° (0.1)

where p > 0 and g are rd-continuous functions on a time scale T such that sup T = co.
When ¢g(#) is allowed to take on negative values, we establish an oscillation criterion for
system (0.1). Our result improves a main result of Fu and Lin [S. C. Fu and M. L. Lin, Oscil-
lation and nonoscillation criteria for linear dynamic systems on time scales, Computers
and Mathematics with Applications, 59(2010), 2552-2565].

1. Introduction
Consider the linear dynamic system on time scales
u® = p, v = —qu® (1.1)

where p(t) > 0 and ¢g(t) are rd-continuous functions on a time scale T such that sup T = oo.
For convenience, we put P(f) = [ tf) p(s)As. Asolution (x(#), y(t)) of system (1.1) is called oscil-
latory if both x(#) and y(f) are oscillatory functions, and otherwise it will be called nonoscil-
latory. System (1.1) will be called oscillatory if its solutions are oscillatory. System (1) can be
reduced to a single dynamic equation
1 A A o
(pu ) +qu’ =0. (1.2)
In [1], the following oscillation theorem is obtained.

u@)p) _
Pty

Theorem 1.1. Suppose that p(t) and q(t) are nonnegative and j:;o p(s)As =00, lim;_.
0. Suppose also that there exists A € (0,1) such that

f PMOg(t)At =oo,
1

0

then system (1.1) is oscillatory.
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In this paper, we prove the above Theorem 1.1 when ¢(¢) is allowed to take on negative
values. As applications, we get that the linear differential system

b inct
¥ = ta—ly’ y/ __ ( - Slnﬂc )x (1.3)
2 2
and the linear difference system
(-n"
Ax(n) =ny(n), Ay(n)=- P + x(n+1) (1.4)

where a > 0,b >0, c € R, are oscillatory.

2. Some lemmas

Lemma 2.1. If (u(t), v(#)) is a nonoscillatory solution of system (1.1), then the component u(t)
is also nonoscillatory.

Proof. Assume that (u(t), v(t)) is a solution of system (1.1) and u(t) is oscillatory, but v(¢)
is nonoscillatory. Without loss of generality, we let v(#) > 0 on [ty,00)T. In view of the first
equation of system (1.1), we have u*(¢) > 0 on [fy,00)T. Thus, u(t) > 0 or u(t) < 0 for all large
t, which leads to a contradiction. So, the oscillation of u(¢) implies that of v(t) as well. O

The following two lemmas may also be found in [3].
Lemma2.2. AssumeacT, letw=supT. Ifw < oo, then we assume p(w) = w. If equation (1.2)

is nonoscillatory on [a, w), then there is a solution u,, called a recessive solution at w, such that
for any second linearly independent solution u,, called a dominant solution at w, we have

lim ulm:o,[ PO N, andf PO oo, 2.1
=™ Up(1) b u(B)ug (1) b uz(t)u, (1)

where b < w is sufficiently close. Furthermore,

uy (1) N up (1)
p(Duzx(t)  p(ui(r)

(2.2)

for t < w sufficiently close.

u (1)
p(Ou(t)
[a,00) and assume h : T — R is a continuously differentiable function. Then we have for all

Lemma 2.3. (Picone’s Identity). Assume u(t) is a positive solution of (1.2), z(t) = on

t€la,00),

[h2(1)]?
p(t)

2(Dh (1) +'u(t)z(t)hA(t)
W +,u(t)Z(l‘)

[zh212 (1) = —q(h* (e (D) +
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The following theorem may be found in [6], Theorem 11, Page 17-18.

Theorem 2.4. The equation (ﬁ u' (1) + q(t)u(t) = 0 is oscillatory on the interval [ty,00), if
J t°O° p(t)dt = oo and there exists a continuously differentiable function h(t) > 0 such that

fOO
Io

Analogous to the above theorem, we may obtain a corresponding time scales version

q(Oh?(1) - e )(h ()% dt = +o0.

which we state as follows:

Lemma 2.5. Iff;;o p(H)At = oo and there exists a function h € C;d [t9,00) such that h(t) >0 on
[tp,00) and

f [q(t)hz(a(t)) ()[hA(t)] At = +00. (2.3)
4}

Then the dynamic equation (1.2) is oscillatory on [ty,o0) .

Proof. Assume that (1.2) is nonoscillatory. By Lemma 2.2, there is a dominant solution uy(#) >

0 at oo such that for t; > 1y, sufficiently large,

fOOLAt<oo @2.4)
n o ux(t)ug (1) ' )
Let z(¢) = _Lw We have
GITIGK ,
ZA(t)Z—q(t) Z—(t)
St D)
and 1 (o(1)
ur\o
—+ -
p THOEO = e
From lemma 2.3, we get
[hA ()2
h212(0) = —q(O R (1) +
[zh7]7 (1) q(t)h”(o(1)) (D)
2
- | HaE ,/ +,u(t)z(t)hA(t)
\/ 5t D20
[hA ()2
—q(Oh*(o (1) +
q(t)he(o(1)) )

Integrating from f; to t, we get

AGIE
p(t)

At.

t
Z(H)h? (1) sz(tl)hz(m—f [q(t)hz(a(t))—
5]
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By (2.3), we obtain
lim z(£)h? (1) = —oo0.
t—o0

So there exists a large t, > 1 such that for ¢ > ,, we have

uy (1)

z(t) = —————<0.
pB)uy(1)

This implies uZA(t) < 0for t> t,. Hence

0 o0 p(t)
HAL = t [ N ()
ftz p(t) Uy () u(o(t)) W () (0 (1)
00 p(1)

= wpBuoR) | s
= wLulon)) | e )

< o0.

which is a contradiction. O

From Lemma 2.1 and Lemma 2.5, we can get the following

Lemma 2.6. Under the assumption of Lemma 2.5, the system (1.1) is oscillatory.

Let T:={t € T: u(¢) > 0} and let y denote the characteristic function of T. The following
condition, which will be needed later, imposes a lower bound on the graininess function u(?),
for t € T. More precisely, we introduce the following (see [4] and [5]).

Condition (C). We say that T satisfies condition C if there is an M > 0 such that
x(0) = Mu(t), teT.
We note that if T satisfies condition (C), then the set
T ={te T|t> 0isisolated or right-scattered or left-scattered}

is necessarily countable.

Lemma 2.7. Assume that T satisfies condition C. Then for all A € [0,1), we have

-1+1
ff ps) . [Plo)] * .
t P2 A (a(s) 1-1

Proof. Forany t € T, if t = t' < t" = o(¢), from P?(s) = p(s) > 0, we get that

/“m pl  _ HOPYD)
¢ PPMo(s)  PPMo()
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_ P(o(1)) - P(1)
P2=Ma (1)

fP(U(t)) 1
< dav. (2.5)
piy v A

If the real interval [/, t"] c T, then

t” t” P(t”)
p(s) f p(s) f 1
———As= ———ds= dv. 2.6
fz' P2 Mo (s) = P2-A(s) ¥ Py v3A v -

Note that since T satisfies condition C, we have from (2.5), (2.6) and the additivity of the

integral that
t P 1
[ L
i PZMo(s) P(tg) V274

PO A [P(1g))
B —1+1

[P(1g)] 1+1
<

=11 O

3. Main Theorem

Theorem 3.1. Assume that T satisfies condition C and lim;_.o, * (;,)(’;)(t) =0, [°p()AL = oo
Suppose also that there exists A € [0,1) such that

f PMo(0)g(t)AL = co. 3.1)
Io
Then system (0.1) is oscillatory.

A
2

Proof. Take h(f) = [P(#)]z. Using the Potzsche chain rule [3, Theorem 1.90], we get

A A i1
h=(t) = Ef [(A-T)P(O)+T1P(o(t)]z " dTp(Y). (3.2)
0
Since lim;_o, & (I?(r;)(t) =0, it follows that lim;_.o, % =150 given e with 0 < € < 1, there exists
t; sufficiently large so that for ¢ = #; we have
P()y=(1—-¢e)P(o(1)). 3.3)

From (3.2), (3.3) and Lemma 2.7, we get

00 1A (112 2 poo 1 2
f Un(Q) Ats(&) f p(t)[P(a(t))]H{f [(1—1)(1—e)+r]%‘1d1} At
51 p(t) 2 h 0

1 o0
= 2[1—(1—6)%12f p(OIPO (02t
5]

€
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< +00. (3.4)

From (3.1) and (3.4), we obtain

o0 1
Dh2 () — — K201 | At = +oo. 3.5
fn q(t)h=(o (1)) p(t)[ (1)} 00 (3.5)
From (3.5) and Lemma 2.6, the system (1.1) is oscillatory. a

Remark 3.2. From the proof of the Theorem 3.1, it is easy to see that the assumption “ tlim
—00

p@pQ)
P(1)

=0"in Theorem 3.1 can be replaced by “% isbounded forall e T".

Let T = N. Consider the linear difference system

" a+p=1D"
Ax(n)=2"y(n), Ay(n)=———x(n+1) (3.6)
[2n+1 —1]2
where 8 > a > 0. It is easy to see that P(¢) = fot p(OAr=2"—1.lim; . % =1#0. % =
% is bounded for ¢ = 1. Choose A = 1/2. We have
oo 1 [e.°]
fo Pz(a(1)q()At= Z (@+B(-1)") =oco.
n=1

So by Remark 3.2, (3.6) is oscillatory, but do not follow from Theorem 3.1.

4. Example
Example 4.1. Consider the linear differential system

, , ( b sinct)
X (4.1

¥=t"ly,  y=-

Nl

— +
izt
where a>0,b>0,c€R.

Take A = % It is easy to see that

t 1

P(t)zf p)ds=—(t"-1),

1 a
© b [®[t?-1]z2 1 o0 1

Pz dt=— —— | dt+— 1-t Hzsi dt.

fl (Nq(r)dte \/Efl tu+2] t+\/5f1 (I1-t")2sinctdt

By using Taylor’s expansion, there exists a positive integer m such that ma > 1 and

27l 1-1
(—) t_za 4.
2!
w2t -2 -m+1) ~ma
m!

Q-1 9s =1-2"1 4

+ (-1 +o(t™™MY,

Note that for k=1,2,---,m—1, [{° t *@sinctdt and [° o(t~™%)d are convergent. It is obvi-

1
ous that i [ ’;121] > dt = +00. So we have ff’oP% (H)q(t)dt = +oo. By Theorem 3.1, the system
(4.1) is oscillatory.
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Example 4.2. Consider the linear difference system

="
Ax(n) =ny(n), Ay(n)=- ﬁ-’_ )x(n+1) 4.2)
where b > 0.
Take A = 1. Itis easy to see that P(n) = n{n— 1),
1 I & (b (=D"
Pi(t)q(H)At= nn-1)] 2(—+ )
]1v 7 2,;1 n? n
Using Taylor’s formula, we have
1
1)z 1 27—
I
n 2n 2 n?

So for any m, ¥, (=1)"(1 - %)% is bounded. Therefore i p2 (q(t)dt = +oo. By Theorem
3.1, the system (4.2) is oscillatory.

Example 4.3. Consider the g-difference system

b+ (-D"

r2

L=y, Yo = —( )x(qt). 4.3)

wherea>0,0<b<1,t=qg"€T=qg",q>1.

Take A = % Itis easy to see that P(¢) = M ,Plo(1) = %. So limt_m%
P(o(1)

0 is bounded.

= g“, which implies

(i-Da _

® 1 (-1 &(q 1)? i _
| Pz(t)q(t)At_(qa_l) Zl( g RIS

By Theorem 3.1 and Remark 3.2, the system (4.3) is oscillatory.
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