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SANDWICH-TYPE THEOREMS FOR CERTAIN INTEGRAL

OPERATORS

H. A. AL-KHARSANI AND N. M. AL-AREEFI

Abstract. The purpose of the present paper is to obtain the sandwich-type theorem
which contains the subordination- and superordination-preserving properties for

certain integral operators defined on the space of normalized analytic functions in

the open unit disk.

1. Introduction

Let H = H(U) denote the class of functions in the open unit disk U = {z ∈ C : |z| <
1}. For a ∈ C, let

H[a, n] = {f ∈ H : f(z) = a+ anz
n + an+1z

n+1 + · · · }. (1.1)

Let f and F be members of H. The function f is said to be subordinate to F , or F
is said to be superordinate to f , if there exists a function w analytic in U, with w(0) = 0
and |w(z)| < 1, and such that f(z) = F (w(z)). In such a case, we write f ≺ F or
f(z) ≺ F (z). If the function F is univalent in U, then f ≺ F if and only if f(0) = F (0)
and f(U) ⊂ F (U) (cf. [6], [11]).

Let φ : C2 → C and let h be univalent in U. If p is analytic in U and satisfies the
differential subordination

φ(p(z), zp′(z)) ≺ h(z) (z ∈ U), (1.2)

then p is called a solution of the differential subordination. The univalent function q
is called a dominant of the solutions of the differential subordination, or more simply a
dominant if p ≺ q for all p satisfying (1.2). A dominant q̃ that satisfies q̃ ≺ q for all
dominants q of (1.2) is said to be the best dominant [6].

Let ϕ : C
2 → C and let h be analytic in U. If p and ϕ(p(z), zp′(z)) are univalent in

U and satisfy the differential superordination

h(z) ≺ ϕ(p(z), zp′(z)) (z ∈ U), (1.3)
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then p is called a solution of the differential superordination. An analytic function q is
called a subordinant of the solutions of the differential superordination, or more simply
a subordinant if q ≺ p for all p satisfying (1.3). A univalent subordinant q̃ that satisfies
q ≺ q̃ for all subordinants q of (1.3) is said to be the best subordinant [7].

We denote by Q the class of functions f that are analytic and injective on U \E(f),
where

E(f) = {ζ ∈ ∂U : lim
z→ζ

f(z) = ∞}, (1.4)

and are such that f ′(ζ) 6= 0 for ζ ∈ ∂U \ E(f) [7].
Let A denote the subclass of H[a, 1] with the usual normalization f(0) = f ′(0)−1 = 0.

We also denote by K(α) (α < 1) the class of convex functions of order α in U. That is,

K(α) :=

{

f ∈ A : Re

{

1 +
zf ′′(z)

f ′(z)

}

> α (z ∈ U)

}

. (1.5)

The class of starlike functions of order α (α < 1), denoted by S∗(α), is defined by

S∗(α) :=

{

f ∈ A : Re

{

zf ′(z)

f(z)

}

> α (z ∈ U)

}

. (1.6)

In particular, the class K ≡ K(0) and S∗ ≡ S∗(0), respectively, represent the classes of
convex functions and starlike functions in U.

Let denote by A the class

A = {h ∈ A : h(z)h′(z) 6= 0, 0 < |z| < 1}.

For a function h ∈ A we define the integral operator Ih;β : Kh;β → H(U) by

Ih;β [f ](z) =

[

β

∫ z

0

fβ(t)h−1(t)h′(t)dt

]1/β

(1.7)

where the subset Kh;β ⊂ H(U) was determined in [2], such that this integral operator is
well defined (all powers are the principal ones).

In the present paper, we investigate the subordination- and superordination-preserving
properties of the integral operator Ih;β defined by (1.7) with the sandwich-type theorem.

2. Preliminaries

The following lemmas will be required in our present investigation.

Lemma 2.1.([5]) Let β, γ ∈ C with β 6= 0 and let h ∈ H(U) with h(0) = c. If Re{βh(z)+
γ} > 0 (z ∈ U), then the solution of the differential equation

q(z) +
zq′(z)

βq(z) + γ
= h(z) (z ∈ U) (2.1)

with q(0) = c is analytic in U and satisfies Re{βq(z) + γ} > 0 (z ∈ U).
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Lemma 2.2.([6]) Let p ∈ Q with p(0) = a and let q(z) = a + anz
n + · · · be analytic

in U with q(z) 6≡ a and n ≥ 1. If q is not subordinate to p, then there exist points

z0 = r0e
iθ ∈ U and ζ0 ∈ ∂U \ E(f), for which q(Ur0

) ⊂ p(U),

q(z0) = p(ζ0), z0q
′(z0) = mζ0p

′(ζ0) (m ≥ n). (2.2)

Our next lemma deals with the notion of subordination chain. A function L(z, t)
defined on U × [0,∞) is the subordination chain if L(·, t) is analytic and univalent in
U for all t ∈ [0,∞), L(z, ·) is continuously differentiable on [0,∞) for all z ∈ U, and
L(z, s) ≺ L(z, t) for z ∈ U and 0 ≤ s < t.

Lemma 2.3.([7]) Let q ∈ H[a, 1], let ϕ : C2 → C, and set ϕ(q(z), zq′(z)) ≡ h(z). If

L(z, t) = ϕ(q(z), tzq′(z)) is a subordination chain and p ∈ H[a, 1] ∩ Q, then

h(z) ≺ ϕ(p(z), zp′(z)) (z ∈ U) (2.3)

implies that

q(z) ≺ p(z) (z ∈ U). (2.4)

Furthermore, if ϕ(q(z), zp′(z)) = h(z) has a univalent solution q ∈ Q, then q is the best

subordinant.

We now recall that the Gauss hypergeometric function 2F1(a, b; c; z) is defined by [9],
(see also [12, Chapter 14])

2F1(a, b; c; z) :=

∞
X

n=0

(a)n(b)n

(c)n

zn

n!
(z ∈ U; b ∈ C; c ∈ C \ Z

−

0 ; Z−

0 := {0,−1,−2, . . .}), (2.5)

where (λ)ν , denotes the Pochhammer symbol (or the shifted factorial) defined (for
λ, ν,∈ C and in terms of the Gamma function) by

(λ)ν :=
Γ(λ+ ν)

Γ(λ)
=

{

1 (ν = 0;λ ∈ C \ {0}),

λ(λ+ 1) · · · (λ+ ν − 1) (ν = n ∈ N;λ ∈ C).
(2.6)

Lemma 2.4.([8]) Let β > 0, β + γ > 0 and let Iβ,γ be the integral operator defined by

(1.7). If α ∈ [−γ/β, 1), then the order of starlikeness of the class Iβ,γ(S∗(α)), that is,

the largest number δ = δ(α;β, γ) such that

Iβ;γ(S∗(α)) ⊂ S∗(δ), (2.7)

is given by the number δ(α;β, γ) = inf{Re q(z) : z ∈ U}, where

q(z) =
1

βQ(z)
−
γ

β
, Q(z) =

∫ 1

0

(

1 − z

1 − tz

)2β(1−α)

tβ+α−1dt. (2.8)

Moreover, if α ∈ [α0, 1), where

α0 := max

{

β − γ − 1

2β
,−

γ

β

}

(2.9)
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and f ∈ S∗(α), then

Re



z(Iβ;γ(f)(z))′

Iβ;γ(f)(z)

ff

> δ(α; β, γ) =
1

β

»

β + γ

2F1(1, 2β(1 − α), β + γ + 1; 1/2)
− γ

ff

, (2.10)

where 2F1 represents the Gauss hypergeometric function defined by (2.5).

Lemma 2.5.([10]) The function L(z, t) = a1(t)z+ · · · , with a1(t) 6= 0 and lim
t→∞

|a1(t)| =

∞, is a subordination chain if and only if

Re

{

z∂L(z, t)/∂z

∂L(z, t)/∂t

}

> 0 (z ∈ U, 0 ≤ t <∞). (2.11)

Throughout this paper, we will denote Ah;β by

Ah;β :=

{

f ∈ A :
f(z)

z
6= 0,

Ih;β(f)(z)

z
6= 0 (z ∈ U; Re{β} > 0)

}

. (2.12)

where Ih;β is the integral operator defined by (1.7).

In [1], and [2], the author determined conditions on the h and g functions and on the

parameter β, such that

[

zh′(z)

h(z)

]1/β

f(z) ≺

[

zh′(z)

h(z)

]1/β

g(z) ⇒ Ih;β [f ](z) ≺ Ih;β [g](z),

and in [2] was studied the reverse problem, in order to give simple sufficient conditions

on h, g and β, such that

[

zh′(z)

h(z)

]1/β

g(z) ≺

[

zh′(z)

h(z)

]1/β

f(z) ⇒ Ih;β [g](z) ≺ Ih;β [f ](z).

In [3], the author improved the result given in [2], finding two types of simple sufficient

conditions on h and β, such that the implication

[

zh′(z)

h(z)

]1/β

g1(z) ≺

[

zh′(z)

h(z)

]1/β

f(z) ≺

[

zh′(z)

h(z)

]1/β

g2(z)

⇒ Ih;β [g1](z) ≺ Ih;β [f ](z) ≺ Ih;β [g2](z)

holds for all g1 and g2 α-convex functions of a given order θ.

3. Main results

Subordination theorem involving the integral operator Ih;β defined (1.7) is contained

in Theorem 3.1 below.
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Theorem 3.1. Let f, g ∈ Ah;β with 0 < β ≤ 1. Suppose that

Re

{

1 +
zφ′′(z)

φ′(z)

}

> −
β

2

(

z ∈ U;φ(z) :=
zh′(z)

h(z)

(

g(z)

z

)β
)

. (3.1)

Then
zh′(z)

h(z)

(

f(z)

z

)β

≺
zh′(z)

h(z)

(

g(z)

z

)β

(z ∈ U), (3.2)

implies that
(

Ih;β(f)(z)

z

)β

≺

(

Ih;β(g)(z)

z

)β

(z ∈ U), (3.3)

where the integral operator Ih;β is defined by (1.7). Moreover, the function

(

Ih;β(g)(z)

z

)β

is the best dominant.

Proof. Let us define the functions F and G by

F (z) :=

(

Ih;β(f)(z)

z

)β

, G(z) :=

(

Ih;β(g)(z)

z

)β

, (3.4)

respectively. Without loss of generality, we can assume that G is analytic and univalent
on U, and G′(ξ) 6= 0 for |ξ| = 1.

We first show that if the function q is defined by

q(z) := 1 +
zG′′(z)

G′(z)
(z ∈ U), (3.5)

then
Re{q(z)} > 0 (z ∈ U). (3.6)

From the definition of (1.7), we obtain

(Ih;βg(z))
β

(

Ih;β(g)(z))′

Ih;β(g)(z)

)

=
gβ(z)h′(z)

h(z)
. (3.7)

We also have

β

[

z (Ih;β(g)(z))
′

Ih;β(g)(z)
− 1

]

=
zG′(z)

G(z)
. (3.8)

It follows from (3.7) and (3.8) that

φ(z) = G(z) +
1

β
zG′(z). (3.9)

Now, by differentiating both sides of (3.9), we obtain

q(z) +
zq′(z)

q(z) + β
= 1 +

zφ′′(z)

φ′(z)
≡ h(z). (3.10)
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From (3.1), we have

Re{h(z) + β} >
β

2
> 0 (z ∈ U), (3.11)

and by using Lemma 2.1, we conclude that the differential equation (3.10) has a solution
q ∈ H(U) with q(0) = h(0) = 1.

Next, we will use Lemma 2.4 for special case β := β and γ := 0. It is easy to check
that the conditions of this lemma are satisfied if 0 ≤ β ≤ 1 and

α = α0 = max

{

β̃ − 1

2β̃
, 0

}

. (3.12)

Then, it follows that

Re{q(z)} >
1

2F1

(

1, 2β, β + 1; 1
2

) ≥ 0 (z ∈ U). (3.13)

That is, G defined by (3.4) is convex (univalent) in U.
Next, we prove that the subordination condition (3.2) implies that

F (z) ≺ G(z) (z ∈ U) (3.14)

for the functions F and G defined by (3.4). For this purpose, we consider the function

L(z, t) given by

L(z, t) := G(z) +
1 + t

β
zG′(z) (z ∈ U; 0 ≤ t <∞). (3.15)

We note that

∂L(z, t)

∂z

∣

∣

∣

∣

z=0

=
β + 1 + t

β
G′(0) 6= 0 (0 ≤ t <∞;β > 0). (3.16)

This shows that the function
L(z, t) = a1(t)z + · · · (3.17)

satisfies the condition a1(t) 6= 0 for all t ∈ [0,∞). Futhermore, we have

Re

{

z∂L(z, t)/∂z

∂L(z, t)/∂t

}

= Re

{

β + (1 + t)

(

1 +
zG′′(z)

G′(z)

)}

> 0, (3.18)

since G is convex and β > 0. Therefore, by virtue of Lemma 2.5, L(z, t) is a subordination
chain. We observe from the definition of a subordination chain that

φ(z) = G(z) +
1

β
zG′(z) = L(z, 0), L(z, 0) ≺ L(z, t) (z ∈ U; 0 ≤ t <∞). (3.19)

This implies that

L(ξ, t) 6∈ L(U, 0) = φ(U) (3.20)
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for ξ ∈ ∂U and t ∈ [0,∞).

Now, suppose that F is not subordinate to G. Then, by Lemma 2.2, there exist points

z0 ∈ U and ξ0 ∈ ∂U such that

F (z0) = G(ξ0), z0F
′(z0) = (1 + t)ξ0G

′(ξ0) (0 ≤ t <∞). (3.21)

Hence, we have

L(ξ0, t) = G(ξ0) +
1 + t

β
ξ0G

′(ξ0) = F (z0) +
1

β
z0F

′(z0) =
zh′(z0)

h(z0)

(

f(z0)

z0

)β

∈ φ(U)

(3.22)

by virtue of the suboradination condition (3.2). This contradicts the above observation

that L(ξ0, t) 6∈ φ(U). Therefore, the subordination condition (3.2) must imply the sub-

ordination given by (3.14). Considering F (z) = G(z), we see that the function G is the

best dominant. Therefore, we complete the proof of Theorem 3.1.

We next prove a dual problem of Theorem 3.1 in the sense that the subordinations

are replaced by supeordinations.

Theorem 3.2. Let Let f, g ∈ Ah;β with 0 < β ≤ 1. Suppose that

Re

{

1 +
zφ′′(z)

φ′(z)

}

> −
β

2

(

z ∈ U;φ(z) :=
zh′(z)

h(z)

(

g(z)

z

)β
)

. (3.23)

If
zh′(z)

h(z)

(

f(z)

z

)β

is univalent in U and

(

Ih;β(f)(z)

z

)β

∈ Q, then

zh′(z)

h(z)

(

g(z)

z

)β

≺
zh′(z)

h(z)

(

f(z)

z

)β

(z ∈ U) (3.24)

implies that
(

Ih;β(g)(z)

z

)β

≺

(

Ih;β(f)(z)

z

)β

(z ∈ U), (3.25)

where that integral operator Ih;β is defined by (1.7). Moreover, the function (Ih;β(g)(z)/z)β

is the best subordinant

Proof. The first part of the proof is similar to that of Theorem 3.1 and so we will use

the same notation as in the proof of Theorem 3.1.

Now, let us define the functions Fand G respectively, by (3.4). We first note that

from (3.7) and (3.8), we obtain

φ(z) = G(z) +
1

β
zG′(z) =: ϕ(G(z), zG′(z)). (3.26)
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After a simple calculation, (3.26) yields the following relationship

1 +
zφ′′(z)

φ′(z)
= q(z) +

zq′(z)

q(z) + β
, (3.27)

where the function q is defined by (3.5). Then, by using the same method as in the proof

of Theorem 3.1, we can prove that Re{q(z)} > 0 for all z ∈ U. That is, G defined by
(3.4) is convex (univalent) in U.

Next, we prove that the subordination condition (3.24) implies that

F (z) ≺ G(z) (z ∈ U) (3.28)

for the functions F and G defined by (3.4). Now consider the function L(z, t) defined by

L(z, t) := G(z) +
t

β
zG′(z) (z ∈ U; 0 ≤ t <∞). (3.29)

Since G is convex and β > 0, we can easily prove that L(z, t) is a subrodination chain
as in the proof of Theorem 3.1. Therefore, according to Lemma 2.3, we conclude that

the superordination condition (3.24) must imply the superordination given by (3.28)

Furthermore, since the differential equation (3.26) has the univalent solution G, it is the
best subordinant of the given differential superordination. Therefore, we complete the

proof of Theorem 3.2.

If we combine Theorems 3.1 and 3.2, then we obtain the following sandwich type
theorem;

Theorem 3.3. Let f, gk ∈ Ah;β (k = 1, 2) with 0 < β ≤ 1. Suppose that

Re

{

1 +
zφ′′k(z)

φ′k(z)

}

> −
β

2

(

z ∈ U;φk(z) :=
zh′(z)

h(z)

(

gk(z)

z

)β

; k = 1, 2

)

. (3.30)

If
zh′

h

(

f(z)

z

)β

is univalent in U and (Ih;β(f)(z)/z)
β
∈ Q, then

zh′(z)

h(z)

(

g1(z)

z

)β

≺
zh′(z)

h(z)

(

f(z)

z

)β

≺
zh′(z)

h(z)

(

g2(z)

z

)β

(z ∈ U) (3.31)

implies that

(

Ih;β(g1)(z)

z

)β

≺

(

Ih;β(f)(z)

z

)β

≺

(

Ih;β(g2)(z)

z

)β

(z ∈ U), (3.32)

where Ih;β is the integral operator digined by (1.7). Moreover, the functions

(Ih;β(g1)(z)/z)
B and (Ih;β(g2)(z)/z)

β are the best subordinant and the best dominant,

respectively.
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Since the assumption of Theorem 3.3 that the funcion (zh′/h)(f(z)/z)β and Ih;β(f)(z)/z)β

need to be univalent in U,is not so easy to check, we will replace these conditions by an-
other conditions in the following result.

Corollary 3.4. Let f, gk ∈ Ah;β(k = 1, 2) with 0 < β ≤ 1. Suppose that the condition

(3.30) is satisfied and

Re

{

1 +
zψ′′(z)

ψ′(z)

}

> −
β

2

(

z ∈ U;ψ(z) :=
zh′(z)

h(z)

(

f(z)

z

)β

; f ∈ Q

)

. (3.33)

Then

zh′(z)

h(z)

(

g1(z)

z

)β

≺
zh′(z)

h(z)

(

f(z)

z

)β

≺
zh′(z)

h(z)

(

g2(z)

z

)β

(z ∈ U) (3.34)

implies that

(

Ih;β(g1)(z)

z

)β

≺

(

Ih;β(f)(z)

z

)β

≺

(

Ih;β(g2)(z)

z

)β

(z ∈ U), (3.35)

where Ih;β is the integral operator defined by (1.7). Moreover, the functions (Ih;β(g1)(z)/z)
β

and (Ih;β(g2)(z)/z)
β

are the best subordinant and the best dominant, respectively.

Proof. In order to prove Corollary 3.4, we have to show that the condition (3.33)
implies the univalence of ψ(z) and F (z) := (Ih;β(f)(z)/z)β. Since the conditon (3.33)
means that ψ is a close-to-convex function in U (see [4]), it follows that ψ is univalent
in U. Furthermore, by using the same technigues as in the proof of Theorem 3.1, we
can prove the convexity (univalence) of F and so the details may be omitted. Therefore,
from Theorem 3.3, we obtain Corollary 3.4.
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