RECONSTRUCTION OF THE STURM-LIOUVILLE OPERATORS ON A GRAPH WITH $\delta'$ COUPLINGS
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Abstract. Inverse nodal problems consist in constructing operators from the given zeros of their eigenfunctions. In this work, we deal with the inverse nodal problems of reconstructing the Sturm-Liouville operator on a star graph with $\delta'$ couplings at the central vertex. The uniqueness theorem is proved and a constructive procedure for the solution is provided from a dense subset of zeros of the eigenfunctions for the problem as a data.

1. Introduction

In 1988, the inverse nodal problem was posed and solved for Sturm-Liouville problems by J. R. McLaughlin [30], who showed that knowledge of a dense subset of nodal points of the eigenfunctions alone can determine the potential function of the Sturm-Liouville problem up to a constant. Some numerical schemes were provided by O. H. Hald and J. R. McLaughlin for the reconstruction of the potential [14]. From the physical point of view this corresponds to finding, e.g., the density of a string or a beam from the zero-amplitude positions of their eigenvibrations. Recently, some authors have reconstructed the potential function for generalizations of the Sturm-Liouville problem from the nodal points (for example, refer to [3, 5, 7, 10, 11, 14, 19, 24, 25, 26, 30, 33, 34, 35, 37, 41, 42]).

Quantum graphs became in the last decade a useful and versatile tool to describe several classes of physical systems, in particular, various combinations of quantum wires. There are numerous papers devoted to the subject and we restrict ourselves to mentioning the bibliography given in [17, 20], where also basic concepts of theory are discussed. In [17, 20], all symmetrical vertex matching conditions are described (something more general than standard boundary conditions). For example, so-called Kirchhoff boundary conditions as the most common case of the standard $\delta$ couplings; a kind of $\delta'$ couplings similar to $\delta$ couplings, just with roles of the function and its derivative exchanged. For Kirchhoff boundary conditions, its important applications are clear, i.e., in electrical circuits, it expresses Kirchhoff’s law; in
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elastic string network, it expresses the balance of tension, and so on. A graph with $\delta'_s$ couplings was introduced and investigated by Peter Exner, and Peter Kuchment, and so on. A graph with $\delta'_s$ couplings has important applications in lattice Kronig-Penney models, and the $\delta'_s$ couplings at a $d$ edge vertex can be approximated by means of $d + 1$ couplings of the $\delta$-type [9]. The question of physical meaning of such a coupling on graphs was addressed and a pair of simple nontrivial examples of the so-called $\delta'_s$ couplings was presented in [12, 13].

Recently, the spectral problems of quantum graphs have become a rapidly-developing field of mathematics and mathematical physics, and spectral properties of quantum graphs and different inverse problems have been studied in both forward [20, 21, 22, 31, 39] and inverse [4, 23, 32, 38, 40, 41, 42], etc. Nowadays there are only a number of papers devoted to inverse nodal problems for differential operators on graphs (for example, refer to [8, 11, 41, 42]).

In this work we concern ourselves with reconstructing Sturm-Liouville operators on a star graph with $\delta'_s$ couplings from nodal data. We prove the corresponding uniqueness theorem and provide a constructive procedure for the solution. For the Sturm-Liouville operators on a graph with $\delta'_s$ couplings, the uniqueness theorem and recovery algorithm for the potential obtained in this work are new. We also show connections of these problems with inverse spectral problems of Sturm-Liouville operators on a star graph with $\delta'_s$ couplings at the central vertex.

2. Preliminary

In this work, we consider the following boundary value problem for the Sturm-Liouville operator on a star-shaped graph consisting of $d$ segments of equal length:

$$- y''_j(x) + q_j(x) y_j(x) = \lambda y_j(x), \quad x \in (0, \pi), \quad j = 1, d; \quad d \geq 2,$$

which are subject to the boundary conditions

$$y_j(0) = 0, \quad j = 1, d$$

or

$$y'_j(0) = 0, \quad j = 1, d,$$

at the pendant vertices $0$, and

$$y'_1(\pi) = y'_2(\pi) = \cdots = y'_d(\pi),$$

$$\sum_{j=1}^{d} y_j(\pi) = 0,$$
at the central vertex $\pi$. In the equation (2.1), $q_j \in C^1[0,\pi]$, $j = 1,2,\ldots,d$, are real-valued functions. The boundary conditions (2.4) and (2.5) are the so-called $\delta_j$ couplings.

For convenience, we denote by $A_1, A_2$ the operator acting in Hilbert space $L^2_d[0,\pi] = \bigoplus_{i=1}^d L^2[0,\pi]$ for the problem (2.1), (2.2), (2.4) and (2.5) or (2.1), (2.3), (2.4) and (2.5), respectively.

In [39], regularized trace formulae for the operators $A_1$ and $A_2$ are calculated with some techniques in classical analysis; next, these trace formulae are used to obtain a result of inverse problem in the spirit of Ambarzumyan; finally we give the asymptotic expressions of eigenvalues for the operators $A_1$ and $A_2$, and show that there are $d$ sequences of eigenvalues which one sequence is simple while the others might not be (see Lemmas 2.1 and 2.2 in this paper). Let $\{\lambda^D_{n,j}, j = 1, d \}, n = 1, \ldots, \infty$ be the sequence of eigenvalues for the operator $A_1$ and $\{\lambda^N_{n,j}, j = 1, d \}, n = 0, \ldots, \infty$ be the sequence of eigenvalues for the operator $A_2$, and denote

$$\tilde{q}_j = \frac{1}{2\pi} \int_0^\pi q_j(x) dx, \quad \tilde{q} = \frac{2}{d} \sum_{j=1}^d \tilde{q}_j. \quad (2.6)$$

**Lemma 2.1** (see [39]). For sufficiently large $n$, the eigenvalues of the operator $A_1$ possess the following asymptotic expression

$$\sqrt{\lambda^D_{n,d}} = n + \frac{\tilde{q}}{2n} + o\left(\frac{1}{n}\right), \quad (2.7)$$

and

$$\sqrt{\lambda^D_{n,j}} = n - \frac{1}{2} + \frac{c_j, 0}{n - \frac{1}{2}} + o\left(\frac{1}{n}\right), \quad j = 1, d - 1, \quad (2.8)$$

where $c_{j,0}, 1 \leq j \leq d - 1$, are the solutions of the equation for $c$

$$\sum_{j=1}^d \prod_{l \neq j} (c - \tilde{q}_j) = 0. \quad (2.9)$$

**Remark 1.** Define $f(x) = \prod_{j=1}^d (x - \tilde{q}_j)$, then $f'(x) = \sum_{j=1}^d \prod_{l \neq j} (x - \tilde{q}_j)$ is a polynomial with order $d - 1$ and its zeros are identified with all solutions to the equation (2.9). By the Rolle Theorem, it follows that all solutions to the equation (2.9) are real.

**Lemma 2.2** (see [39]). For sufficiently large $n$, the eigenvalues of the operator $A_2$ possess the following asymptotic expression

$$\sqrt{\lambda^N_{n,d}} = (n - \frac{1}{2}) + \frac{\tilde{q}}{2(n - \frac{1}{2})} + o\left(\frac{1}{n}\right), \quad (2.10)$$

and

$$\sqrt{\lambda^N_{n,j}} = n + \frac{c_{j,0}}{n} + o\left(\frac{1}{n}\right), \quad j = 1, d - 1, \quad (2.11)$$

where $c_{j,0}, 1 \leq j \leq d - 1$, are the solutions of the equation (2.9).
3. Inverse nodal problems

Denote by \( \varphi_j(\lambda, x), \ j = 1, \ldots, d, \) the solutions of (2.1) satisfying the initial conditions

\[
\varphi_j(\lambda, 0) = 0, \ \varphi'_j(\lambda, 0) = 1,
\]

then, we have \([28]\)

\[
\varphi_j(\lambda, x) = \frac{\sin(\sqrt{\lambda} x)}{\sqrt{\lambda}} - \frac{\cos(\sqrt{\lambda} x)}{\lambda} K_j(x, x) + \frac{1}{\lambda} \int_0^x K'_j(x, t) \cos(\sqrt{\lambda} t) dt,
\]

where both of the first partial derivatives \( K'_j(x, t) \) and \( K''_j(x, t) \) of \( K_j(x, t) \), \( j = 1, 2, \ldots, d, \) exist and \( K'_j(x, t), K''_j(x, t) \in L^2[0, \pi] \).

Similarly, denote by \( \psi_j(\lambda, x), \ j = 1, \ldots, d, \) the solutions of (2.1) satisfying the initial conditions

\[
\psi_j(\lambda, 0) = 1, \ \psi'_j(\lambda, 0) = 0,
\]

then, we get \([28]\)

\[
\psi_j(\lambda, x) = \cos(\sqrt{\lambda} x) + \frac{\sin(\sqrt{\lambda} x)}{\sqrt{\lambda}} K_j(x, x) - \frac{1}{\sqrt{\lambda}} \int_0^x K''_j(x, t) \sin(\sqrt{\lambda} t) dt,
\]

where \( K_j(x, t) \) has the same properties as \( K_j(x, t) \) and

\[
K_j(x, x) = \tilde{K}_j(x, x) = \frac{1}{2} \int_0^x q_j(t) dt.
\]

For definiteness, we take \( \lambda_n = \lambda_{n,d}^D \) and study the zeros of eigenfunctions corresponding to the eigenvalue \( \lambda_n \) for the operator \( A_1 \) in more details.

Using (3.2), we get the asymptotics for the components \( \varphi_j(\lambda_n, x) \) of eigenfunctions, for \( n \to \infty \) uniformly in \( x \in [0, \pi] \):

\[
\rho_n \varphi_j(\lambda_n, x) = \sin(\rho_n x) - \frac{\cos(\rho_n x) K_j(x, x)}{\rho_n} + o \left( \frac{1}{n} \right)
= \sin(n x) - \frac{\int_0^x q_j(x) - \bar{q} x}{2n} \cos(n x) + o \left( \frac{1}{n} \right), \ \rho_n := \sqrt{\lambda_n}.
\]

For a fixed \( n \) and \( j \), we estimate the nodal point \( x_{n,j}^k \) of the eigenfunction \( \varphi_j(\lambda_n, x) \). From

\[
0 = \sin(n x) - \frac{\int_0^x q_j(x) - \bar{q} x}{2n} \cos(n x) + o \left( \frac{1}{n} \right),
\]

we obtain

\[
\tan(n x) = \frac{\int_0^x q_j(x) - \bar{q} x}{2n} + o \left( \frac{1}{n} \right). \tag{3.6}
\]
Using Taylor's expansion for the arctangent, we obtain the following asymptotic formulae for nodal points, as \( n \to \infty \) uniformly in \( k \in \mathbb{N} \):

\[
\nu_{n,j} = k \pi + \frac{1}{2n} \left[ \int_{0}^{\nu_{n,j}} q_j(t) dt - \bar{q} \nu_{n,j} \right] + o \left( \frac{1}{n} \right),
\]

which implies

\[
x_{n,j}^k = \frac{k \pi}{n} + \frac{1}{2n^2} \left[ \int_{0}^{\nu_{n,j}} q_j(t) dt - \bar{q} \nu_{n,j} \right] + o \left( \frac{1}{n^2} \right) = \frac{k \pi}{n} + \frac{1}{2n^2} \left[ \int_{0}^{\nu_{n,j}} q_j(t) dt - \bar{q} \frac{k \pi}{n} \right] + o \left( \frac{1}{n^2} \right). \tag{3.7}
\]

The equality (3.7) gives

\[
x_{n,j}^{k+1} - x_{n,j}^k = l_{n,j}^k = \frac{\pi}{n} + O \left( \frac{1}{n^2} \right), \quad n \to \infty,
\]

uniformly with respect to \( k \). For \( k = 0, 1, \ldots, n \), the formula (3.7) gives

\[
\begin{align*}
x_{n,j}^0 &= O \left( \frac{1}{n^2} \right), & x_{n,j}^1 &= \frac{\pi}{n} + O \left( \frac{1}{n^2} \right), & \ldots, \\
x_{n,j}^{n-1} &= \frac{(n-1)\pi}{n} + O \left( \frac{1}{n^2} \right), & x_{n,j}^n &= \pi + O \left( \frac{1}{n^2} \right).
\end{align*}
\]

For a fixed \( j \in \{1, 2, \ldots, d\} \), there exists \( N_0 \) such that for all \( n > N_0 \) the function \( q_j(\lambda_n, x) \) has exactly \( n-1 \) simple zeros inside the interval \((0, \pi)\), namely: \( 0 < x_{n,j}^1 < \cdots < x_{n,j}^{n-1} < \pi \). The points \( X_j^1 := \{x_{n,j}^k\} \) are called nodal points on the edge \( e_j \) related to the eigenvalues \( \{\lambda_n\} \).

Thus, according to the order of \( x_{n,j}^k \), for large \( n \), the components \( q_j(\lambda_n, x) \) of eigenfunctions has exactly \( n-1 \) nodes in the interval \((0, \pi)\), i.e., \( x_{n,j}^k, k = 1, n-1 \).

In the above results, the order estimate is independent of \( k \). As a result,

\[
l_{n,j}^k = \frac{\pi}{n} + O \left( \frac{1}{n} \right). \tag{3.8}
\]

**Corollary 1.** The sets \( X_j^1 = \{x_{n,j}^k\} \) is dense in \([0, \pi]\), where \( x_{n,j}^k \) is defined by (3.7).

We consider the following inverse problem.

**Problem.** Given nodal points set \( X_j^1 \) or its subset \( X_j^{1,0} \) which is dense in \((0, \pi)\), how to find the potential \( q_j(x) \) on the edge \( e_j \).

Using (3.7) we arrive at the following assertions.
Theorem 1. Fix \( j \in \{1, 2, \ldots, d\} \) and \( x \in [0, \pi] \). Let \( \{x_{n,j}^k\} \subset X^1_j \) be dense in \((0, \pi)\) so that there exists \( k = k(n) \) such that \( \lim_{n \to \infty} x_{n,j}^{k(n)} = x \). Then the following finite limit exists and the corresponding equality holds.

\[
\lim_{n \to \infty} 2n \left[ nx_{n,j}^k - k \pi \right] := g_j(x),
\]

and

\[
g_j(x) = \int_0^x q_j(t) dt - \bar{q} x. (3.10)
\]

Remark 2. In the proof of Theorem 1, we use the nodal data corresponding to the eigenvalue of the form as in (2.7) to derive the reconstruction formula (3.9). If the eigenvalues of the form as in (2.8) are chosen, a similar formula still holds. We take \( \sqrt{\lambda_{n,j_0}} = n - \frac{1}{2} + \frac{c_{j_0,0}}{n^{\frac{1}{2}}} + o \left( \frac{1}{n} \right) \), \( j_0 \in \{1, 2, \ldots, d - 1\} \) and obtain the zeros of eigenfunctions corresponding to the eigenvalue \( \lambda_{n,j_0}^D \) for the operator \( A_1 \):

\[
x^k_{n,j} = \frac{k \pi}{n^{\frac{1}{2}}} + \frac{1}{2(n - \frac{1}{2})} \left[ \int_0^x q_j(t) dt - 2c_{j_0,0} \frac{k \pi}{n^{\frac{1}{2}}} \right] + o \left( \frac{1}{n} \right).
\]

Thus, the formula (3.9) has the following form

\[
\lim_{n \to \infty} 2 \left( n - \frac{1}{2} \right) \left[ \left( n - \frac{1}{2} \right)^{x^k_{n,j} - k \pi} \right] := h_j(x)
\]

and

\[
h_j(x) = \int_0^x q_j(t) dt - 2c_{j_0,0} x.
\]

And the reconstruction formula (3.11) has the following form

\[
q_j(x) - \frac{1}{1 + \pi} \int_0^x q_j(t) dt = h_j'(x) - \frac{h_j(\pi)}{\pi}.
\]

Let us now formulate a uniqueness theorem and provide a constructive procedure for the solution of the inverse nodal problem.

Theorem 2. Fix \( j \in \{1, 2, \ldots, d\} \) and \( x \in [0, \pi] \). Let \( X_j^{1,0} \subset X_j^1 \) be a subset of nodal points which is dense in \((0, \pi)\). Let \( \{x_{n,j}^k\} \subset X_j^{1,0} \) be dense in \((0, \pi)\) so that there exists \( k = k(n) \) such that \( \lim_{n \to \infty} x_{n,j}^{k(n)} = x \). Then, the specification of \( X_j^{1,0} \) uniquely determines the potential \( q_j(x) - \bar{q} \) in \((0, \pi)\). The potential \( q_j(x) - \bar{q} \) can be constructed via the following algorithm:

1. for each \( x \in [0, \pi] \) choose a sequence \( \{x_{n,j}^k\} \subset X_j^{1,0} \) such that \( x_{n,j}^k \to x \) as \( n \to \infty \);

2. find the function \( g_j(x) \) via (3.9) and from (3.10) calculate

\[
q_j(x) - \bar{q} = g_j^j(x). (3.11)
\]
Similarly, we take \( \lambda_n = \lambda_{n,d}^N \) and study the operator \( A_2 \).

Using (3.4), we get the asymptotics for the components \( \psi_j(\lambda_n, x) \) of eigenfunctions, for \( n \to \infty \) uniformly in \( x \in [0, \pi] \):

\[
\psi_j(\lambda_n, x) = \cos(\rho_n x) + \frac{\sin(\rho_n x) \tilde{E}_{j}(x, x)}{\rho_n} + o\left(\frac{1}{n}\right) = \cos(n - \frac{1}{2})x + \frac{\int_0^x q_j(x) - \bar{q} x}{2n} \sin(n - \frac{1}{2})x + o\left(\frac{1}{n}\right), \quad \rho_n := \sqrt{\lambda_n}.
\]

For a fixed \( n \) and \( j \), we estimate the nodal point \( x_{n,j}^k \) of the eigenfunction \( \psi_j(\lambda_n, x) \). From

\[
0 = \cos(n - \frac{1}{2})x + \frac{\int_0^x q_j(x) - \bar{q} x}{2n} \sin(n - \frac{1}{2})x + o\left(\frac{1}{n}\right),
\]

we obtain

\[
\cot(n - \frac{1}{2})x = \frac{\bar{q} x - \int_0^x q_j(x)}{2n} + o\left(\frac{1}{n}\right). \tag{3.12}
\]

Using Taylor's expansions, we obtain the following asymptotic formulae for nodal points, as \( n \to \infty \) uniformly in \( k \in \mathbb{N} \):

\[
x_{n,j}^k = \frac{(k + \frac{1}{2})\pi}{n} - \frac{1}{2n} \left[ \int_0^{x_{n,j}^k} q_j(t) dt - \bar{q} x_{n,j}^k \right] + o\left(\frac{1}{n}\right)
\]

\[
= \frac{(k + \frac{1}{2})\pi}{n} - \frac{1}{2n} \left[ \int_0^{\frac{(k + \frac{1}{2})\pi}{n}} q_j(t) dt - \bar{q} \frac{(k + \frac{1}{2})\pi}{n} \right] + o\left(\frac{1}{n}\right). \tag{3.13}
\]

The equality (3.13) gives

\[
x_{n,j}^{k+1} - x_{n,j}^k := l_{n,j}^k = \frac{\pi}{n} + o(1), \quad n \to \infty,
\]

uniformly with respect to \( k \). For \( k = 0, 1, \ldots, n \), the formula (3.7) gives

\[
x_{n,j}^0 = \frac{\frac{1}{2} \pi}{n - \frac{1}{2}} + O\left(\frac{1}{n}\right), \quad x_{n,j}^1 = \frac{\frac{3}{2} \pi}{n - \frac{3}{2}} + O\left(\frac{1}{n}\right), \quad \ldots,
\]

\[
x_{n,j}^n = \frac{(n - \frac{1}{2})\pi}{n} + O\left(\frac{1}{n}\right), \quad x_{n,j}^{n-1} = \frac{(n - \frac{3}{2})\pi}{n} + O\left(\frac{1}{n}\right).
\]

For a fixed \( j \in \{1, 2, \ldots, d\} \). The points \( X_j^2 := \{x_{n,j}^k\} \) are called nodal points on the edge \( e_j \) related to the eigenvalues \( \{\lambda_n\} \). Thus, according to the order of \( x_{n,j}^k \), for large \( n \), the components \( \psi_j(\lambda_n, x) \) of eigenfunctions has exactly \( n \) nodes in the interval \((0, \pi)\), i.e., \( x_{n,j}^k \), \( k = \overline{1, n} \).

**Corollary 2.** The sets \( X_j^2 = \{x_{n,j}^k\} \) is dense in \([0, \pi] \), where \( x_{n,j}^k \) is defined by (3.13).

Using (3.13) we arrive at the following assertions.
Theorem 3. Fix $j \in \{1, 2, \ldots, d\}$ and $x \in [0, \pi]$. Let $\{x_{n,j}^k\} \subset X_j^2$ be dense in $(0, \pi)$ so that there exists $k = k(n)$ such that $\lim_{n \to \infty} x_{n,j}^{k(n)} = x$. Then the following finite limit exists and the corresponding equality holds.

$$\lim_{n \to \infty} 2n \left[ (n - \frac{1}{2})x_{n,j}^k - (k + \frac{1}{2})\pi \right] := f_j(x),$$

and

$$f_j(x) = \int_0^x q_j(t) \, dt - \tilde{q}x. \tag{3.15}$$

Theorem 4. Fix $j \in \{1, 2, \ldots, d\}$ and $x \in [0, \pi]$. Let $X_j^{2,0} \subset X_j^2$ be a subset of nodal points which is dense in $(0, \pi)$. Let $\{x_{n,j}^k\} \subset X_j^{2,0}$ be dense in $(0, \pi)$ so that there exists $k = k(n)$ such that $\lim_{n \to \infty} x_{n,j}^{k(n)} = x$. Then, the specification of $X_j^{2,0}$ uniquely determines the potential $q_j(x) - \tilde{q}$ in $(0, \pi)$. The potential $q_j(x) - \tilde{q}$ can be constructed via the following algorithm:

(1) for each $x \in [0, \pi]$ choose a sequence $\{x_{n,j}^k\} \subset X_j^{2,0}$ such that $x_{n,j}^k \to x$ as $n \to \infty$;

(2) find the function $f_j(x)$ via (3.14) and from (3.15) calculate

$$q_j(x) - \tilde{q} = f_j^x(x). \tag{3.16}$$

4. Incomplete inverse problems

Together with $A_i$ we consider a boundary value problem $\tilde{A}_i$ of the same form (2.1)–(2.5) with the potential functions $\tilde{q}_1(x), \ldots, \tilde{q}_d(x)$. We agree that if a certain symbol $\delta$ denotes an object related to $A_i$, then $\tilde{\delta}$ will denote an analogous object related to $\tilde{A}_i$.

Now we give the following incomplete inverse spectral problem. Suppose that $q_k(x)$ are known a priori for $k \in \{1, 2, \ldots, d\} \setminus \{j\}$, $x \in (0, \pi)$. Moreover, suppose that $q_j(x)$ is known on a part of the interval, namely, for $x \in (b, \pi)$. The inverse problem is to construct $q_j(x)$ for $x \in (0, b)$ from a part of the spectrum for the operator $A_i$. Denote by $\sigma^i_k$ ($i = 1, 2$) the spectrum of the boundary value problem

$$-y''_k(x) + q_k(x)y_k(x) = \lambda y_k(x), \quad y_k^{(i-1)}(0) = 0 = y_k^{(i)}(\pi).$$

Theorem 5. Fix $j \in \{1, 2, \ldots, d\}$ and $b \in (0, \frac{\pi}{2})$. Let $q_k(x)$ are known a priori for $k \in \{1, 2, \ldots, d\} \setminus \{j\}$, $x \in (0, \pi)$ and $q_j(x) = \tilde{q}_j(x)$ on $(b, \pi)$. Let $\Lambda \subset \mathbb{N}$ be a subset of positive integer numbers, and suppose $\Omega := \{\lambda_n\}_{n \in \Lambda}$ is a part of the spectrum for the operator $A_i$ such that $\sigma^i_k \cap \Omega = \emptyset$, $k \in \{1, 2, \ldots, d\} \setminus \{j\}$ and the system of the functions $\{\cos 2\sqrt{\lambda_n}x\}_{n \in \Lambda}$ is complete in $L^2(0, b)$. If $\Omega = \tilde{\Omega}$, then $q_j(x) = \tilde{q}_j(x)$ on $(0, \pi)$. 
Proof. Here we only need prove that Theorem 5 is true for the operator \( A_1 \). Since

\[
-\varphi''_j(\lambda, x) + q_j(x)\varphi_j(\lambda, x) = \lambda \varphi_j(\lambda, x),
\]

\[
-\tilde{\varphi}''_j(\lambda, x) + \tilde{q}_j(x)\tilde{\varphi}_j(\lambda, x) = \lambda \tilde{\varphi}_j(\lambda, x),
\]

\[
\varphi_j(\lambda, 0) = \tilde{\varphi}_j(\lambda, 0) = 0, \quad \varphi'_j(\lambda, 0) = \tilde{\varphi}'_j(\lambda, 0) = 1,
\]

from the boundary conditions (2.2) it follows that

\[
\int_0^\pi Q_j(x)\varphi_j(\lambda, x)\tilde{\varphi}_j(\lambda, x)dx = \varphi'_j(\lambda, \pi)\tilde{\varphi}_j(\lambda, \pi) - \varphi_j(\lambda, \pi)\tilde{\varphi}'_j(\lambda, \pi), \tag{4.1}
\]

where \( Q_j(x) = q_j(x) - \tilde{q}_j(x) \). Moreover,

\[
\varphi_k(\lambda, x) = \tilde{\varphi}_k(\lambda, x), \quad \varphi''_k(\lambda, x) = \tilde{\varphi}'_k(\lambda, x), \quad k \in \{1, 2, \ldots, d\} \setminus \{j\}, \tag{4.2}
\]

since for \( k \in \{1, 2, \ldots, d\} \setminus \{j\} \), \( q_k(x) = \tilde{q}_k(x) \) on \((0, \pi)\). Clearly, \( \varphi''_k(\lambda_n, \pi) = \tilde{\varphi}'_k(\lambda_n, \pi) \neq 0 \) for \( k \in \{1, 2, \ldots, d\} \setminus \{j\} \) since \( \sigma^1_k \cap \Omega = \emptyset \). Using the boundary conditions (2.4) and (2.5) we obtain

\[
\sum_{k=1}^d \varphi_k(\lambda_n, \pi) = 0, \quad \sum_{k=1}^d \tilde{\varphi}_k(\lambda_n, \pi) = 0. \tag{4.3}
\]

From (4.2) and (4.3) it follows that (in details, refer (3.12)–(3.15) in [38])

\[
\frac{\varphi_j(\lambda_n, \pi)}{\varphi'_j(\lambda_n, \pi)} = \frac{\tilde{\varphi}_j(\lambda_n, \pi)}{\tilde{\varphi}'_j(\lambda_n, \pi)}, \quad \lambda_n \in \Omega. \tag{4.4}
\]

Using (4.1) and \( q_j(x) = \tilde{q}_j(x) \) on \((b, \pi)\) we obtain

\[
\int_0^b Q_j(x)\varphi_j(\lambda_n, x)\tilde{\varphi}_j(\lambda_n, x)dx = 0, \quad \lambda_n \in \Omega. \tag{4.5}
\]

Since \( \varphi_j(\lambda, x) \) is the solution of the equation (2.1) satisfying the initial conditions \( \varphi_j(\lambda, 0) = 0 \) and \( \varphi'_j(\lambda, 0) = 1 \), there exists a bounded function \( K_j(x, t) \) (independent of \( \lambda \)) such that [15]

\[
\rho^2 \varphi_j(\lambda, x)\tilde{\varphi}_j(\lambda, x) = \frac{1}{2} - \frac{1}{2} \cos(2\rho x) - \frac{1}{2} \int_0^x K_j(x, t) \cos(2\rho t)dt, \tag{4.6}
\]

where \( \rho^2 = \lambda \). Substituting (4.6) into (4.5) and using the Riemann-Lebesgue Lemma, we obtain

\[
\int_0^b Q_j(x)dx = 0
\]

and

\[
\int_0^b [Q_j(x) + \int_x^b K_j(x, t)Q_j(t)dt] \cos 2\sqrt{\lambda_n}xdx = 0, \quad \lambda_n \in \Omega, \tag{4.7}
\]
and consequently,
\[ Q_f(x) + \int_x^b K_j(x, t)Q_f(t)\,dt = 0 \quad \text{a.e. on } (0, b). \] 

(4.8)

But this homogeneous Volterra integral equation has only the trivial solution it follows that \( Q_f(x) = 0 \) a.e. on \((0, b)\), i.e., \( q_f(x) = \tilde{q}_j(x) \) on \( x \in [0, b] \). The proof is finished. \( \square \)

For \( X^i_0 \subset X^0_j \), the set \( X^i_0 \) is called twin if together with each of its point \( x^k_{n,j} \), the set \( X^i_0 \) contains at least one of adjacent nodal \( x^{k-1}_{n,j} \) or \( x^{k+1}_{n,j} \). For \( X^i_0 \subset X^0_j \) we denote \( \Lambda_{X^i_0} := \{ m(n) : \exists k, x^k_{m(n),j} \in X^i_0 \} \), where \( m(n) \) is a sequence of natural numbers.

**Theorem 6.** Fix \( j \in \{1, 2, \ldots, d\} \) and \( b \in (0, \frac{\pi}{2}) \). Let \( q_k(x) = \tilde{q}_k(x) \) on \( x \in (0, \pi) \) for \( k \in \{1, 2, \ldots, d\} \) \( \setminus \{j\} \). Let \( X^i_0 \subset X^0_j \cap (b, \pi) \) be a dense on \((b, \pi)\) twin subset of nodal points such that
\[ \sigma^j_k \cap \{ \lambda_{m(n)} \} m(n) \in \Lambda_{X^i_0} = \emptyset, \quad k \in \{1, 2, \ldots, d\} \setminus \{j\} \]
and the system of the functions \( \{ \cos(2\sqrt{\Lambda_{m(n)}} x) \} m(n) \in \Lambda_{X^i_0} \) is complete in \( L^2(0, b) \). If \( X^i_0 = X^0_j \) and \( q \) then \( q_j(x) = \tilde{q}_j(x) \) on \((0, \pi)\).

**Proof.** To prove this theorem we need a result \([10, 37, 41]\): Fix \( n, j, k \), let \( x^k_{n,j} = \tilde{x}^k_{n,j}, x^{k+1}_{n,j} = \tilde{x}^{k+1}_{n,j} \), and \( q_j(x) = \tilde{q}_j(x) \) on \( (x^k_{n,j}, x^{k+1}_{n,j}) \). Then \( \hat{\lambda}_n = \hat{A}_n \).

Since \( X^i_0 = X^0_j \), it follows from Theorems 2 and 4 that \( g_j(x) = \tilde{g}_j(x) \) or \( f_j(x) = \tilde{f}_j(x) \) for \( x \in (b, \pi) \). Using (3.11) and (3.16) we obtain \( q_j(x) = \tilde{q}_j(x) \) on \((b, \pi)\). Thus, we have \( \lambda_{m(n)} = \hat{\lambda}_{m(n)} \) for \( m(n) \in \Lambda_{X^i_0} \). Applying Theorem 5 we conclude that \( q_j(x) = \tilde{q}_j(x) \) on \((0, \pi)\). \( \square \)

**Theorem 7.** Fix \( j \in \{1, 2, \ldots, d\} \) and \( b \in (0, \frac{\pi}{2}) \). Let \( q_k(x) = \tilde{q}_k(x) \) on \( x \in (0, \pi) \) for \( k \in \{1, 2, \ldots, d\} \) \( \setminus \{j\} \). Let \( X^i_0 \subset X^0_j \cap (b, \pi) \) be a dense on \((b, \pi)\) twin subset of nodal points such that
\[ \sigma^j_k \cap \{ \lambda_{m(n)} \} m(n) \in \Lambda_{X^i_0} = \emptyset, \quad k \in \{1, 2, \ldots, d\} \setminus \{j\} \]
and \( m(n) \) be a sequence of natural numbers such that
\[ m(n) = \frac{n}{\sigma}(1 + \epsilon_n), \quad 0 < \sigma \leq 1, \quad \epsilon_n \rightarrow 0. \]

(4.9)

If \( X^i_0 = X^0_j, \tilde{q} = \tilde{q} \) and \( \sigma > \frac{2b}{\pi} \), then \( q_j(x) = \tilde{q}_j(x) \) on \((0, \pi)\).

**Proof.** Here we only need prove that Theorem 5 is true for the operator \( A_1 \). First, by the assumption \( X^i_0 = X^0_j \) and Theorem 2 we obtain
\[ q_j(x) = \tilde{q}_j(x) \] on \((b, \pi)\).
Together with a result \[10, 37, 41\] (see the proof of Theorem 6), we have \(\lambda_{m(n)} = \tilde{\lambda}_{m(n)}\) for \(m(n) \in \Lambda_{X}^{(\eta)}\).

Since

\[
-\varphi''_j(\lambda, x) + q_j(x)\varphi_j(\lambda, x) = \lambda \varphi_j(\lambda, x),
\]

\[
-\tilde{\varphi}''_j(\lambda, x) + \tilde{q}_j(x)\tilde{\varphi}_j(\lambda, x) = \lambda \tilde{\varphi}_j(\lambda, x),
\]

\[
\varphi_j(\lambda, 0) = \tilde{\varphi}_j(\lambda, 0) = 0, \quad \varphi'_j(\lambda, 0) = \tilde{\varphi}'_j(\lambda, 0) = 1,
\]

it follows that

\[
G(\rho) := \int_{0}^{b} Q_j(x)2\varphi_j(\lambda, x)\tilde{\varphi}_j(\lambda, x)dx
\]

\[
= \varphi'_j(\lambda, \pi)\tilde{\varphi}_j(\lambda, \pi) - \varphi_j(\lambda, \pi)\tilde{\varphi}'_j(\lambda, \pi), \quad \rho = \sqrt{\lambda}, \quad (4.10)
\]

where \(Q_j(x) = q_j(x) - \tilde{q}_j(x)\). Using the method in the proof of Theorem 5, from (4.10) we obtain

\[
G(s_m(n)) = 0, \quad s_m(n) = \sqrt{\lambda_{m(n)}}. \quad (4.11)
\]

Next, we will show that \(G(\rho) = 0\) on the whole \(\rho\)-plane.

From (4.6) we see that the entire function \(G(\rho)\) is a function of exponential type \(\leq 2b\).

One has

\[
|G(\rho)| \leq Ce^{2b|\sin \theta|} \quad (4.12)
\]

for some positive constant \(C\), \(\rho = \sqrt{\lambda} = re^{i\theta}\).

Define an indicator of the function \(G(\rho)\) by

\[
h(\theta) = \limsup_{r \to \infty} \frac{\ln|G(re^{i\theta})|}{r}. \quad (4.13)
\]

Since \(|\text{Im} \sqrt{\lambda}| = r|\sin \theta|, \theta = \arg \sqrt{\lambda}\), from (4.12) and (4.13) one obtains the following estimate

\[
h(\theta) \leq 2b|\sin \theta|. \quad (4.14)
\]

It is known \[27\] that for any entire function \(G(\rho)\) of exponential type, not identically zero, one has

\[
\liminf_{r \to \infty} \frac{n(r)}{r} \leq \frac{1}{2\pi} \int_{0}^{2\pi} h(\theta)d\theta, \quad (4.15)
\]

where \(n(r)\) is the number of zeros of \(G(\rho)\) in the disk \(|\rho| \leq r\). By (4.14),

\[
\frac{1}{2\pi} \int_{0}^{2\pi} h(\theta)d\theta \leq \frac{b}{\pi} \int_{0}^{2\pi} |\sin \theta|d\theta = \frac{4b}{\pi}. \quad (4.16)
\]
From the known asymptotic expression (2.7) of the eigenvalues $\lambda_n$, for the number of zeros of $G(\rho)$ in the disk $|\rho| \leq r$ we have the estimate

$$n(r) \geq 2 \sum_{i(1+o(1)) < r} 1 = 2\sigma r[1 + o(1)], \quad r \to \infty.$$

(4.17)

Since $\sigma > \frac{2b}{\pi}$, we get

$$\lim_{n \to \infty} \frac{n(r)}{r} \geq 2\sigma > \frac{4b}{\pi} > \frac{1}{2\pi} \int_0^{2\pi} h(\theta) d\theta.$$

(4.18)

Thus, inequalities (4.15) and (4.18) imply that $G(\rho) \equiv 0$ on the whole $\rho$-plane.

Repeating the proof of Theorem 5, we have

$$Q_j(x) = 0, \quad x \in [0, b],$$

i.e.,

$$q_j(x) = \tilde{q}_j(x) \text{ on } x \in [0, b].$$

The proof is completed.

Acknowledgements

The author would like to thank the referees for their careful reading and valuable comments. This work was supported by Natural Science Foundation of Jiangsu Province of China (BK 2010489) and the Outstanding Plan-Zijin Star Foundation of Nanjing University of Science and Technology (AB 41366), and NUST Research Funding (No. AE 88787). This work was supported by the National Natural Science Foundation of China (11100000/A010602).

References


Department of Applied Mathematics, Nanjing University of Science and Technology, Nanjing 210094, Jiangsu, People’s Republic of China.

E-mail: chuanfuyang@tom.com