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Abstract. We prove the existence of common fixed points for two selfmaps $T$ and $f$ of a convex metric space $X$ via the convergence of modified Mann iteration where $T$ is a nonlinear $f$-weakly contractive selfmap of $X$ and range of $f$ is complete. An invariant approximation result is also proved.

1. Introduction

In 1970, Takahashi [9] introduced a notion of convex metric space and studied the existence of fixed points of nonexpansive maps.

Definition 1.1. (Takahashi [9]). Let $(X, d)$ be a metric space. A mapping $W : X \times X \times [0,1] \rightarrow X$ is said to be a convex structure on $X$ if for each $(x, y, \lambda) \in X \times X \times I$, $I = [0,1]$ and for all $u \in X$,

$$d(u, W(x, y, \lambda)) \leq \lambda d(u, x) + (1 - \lambda) d(u, y).$$

A metric space $X$ together with the convex structure $W$ on $X$ is called a convex metric space.

For $x, y \in X$, $W(x, y, 0) = y$ and $W(x, y, 1) = x$.

Let $X$ be a convex metric space with convex structure $W$. A nonempty subset $M$ of $X$ is said to be convex if $W(x, y, \lambda) \in M$ whenever $(x, y, \lambda) \in X \times X \times I$.

All normed spaces and their convex subsets are convex metric spaces. But there are many examples of convex metric spaces which are not embedded in any normed spaces (Takahashi [9]).
As an important extension of the class of contractive mappings, namely the class of weakly contractive mappings was introduced by Alber and Guerre-Delabriere [1] and proved some existence of fixed point results in Hilbert spaces.

In 2001, Rhoades extended this concept to maps defined on Banach spaces as follows:

**Definition 1.2.** (Rhoades [7]). Let \((X, d)\) be a convex metric space. A mapping \(T : X \to X\) is said to be weakly contractive if \[d(Tx, Ty) \leq d(x, y) - \varphi(d(x, y)),\] (1.2.1)
for all \(x, y \in X\), where \(\varphi : R_+ \to R_+\), where \(R_+ = [0, \infty)\) satisfying
\[
\begin{align*}
\varphi &\text{ is continuous;} \\
\varphi &\text{ is monotone increasing;} \\
\varphi(0) &\text{ = 0;} \\
\varphi(t) &\text{ > 0 for } t > 0;
\end{align*}
\]
and
\[
\lim_{t \to \infty} \varphi(t) = \infty. \tag{1.2.6}
\]

It is evident that \(T\) is contractive if it is weakly contractive.

**Definition 1.3.** (Mann [6]). The Mann iteration is defined as follows: For \(K\) a convex subset of a Banach space \(X\), and \(T : K \to K\), the sequence \(\{x_n\}_{n=0}^{\infty}\) in \(K\) is defined by
\[
x_0 \in K, \\
x_{n+1} = (1 - c_n)x_n + c_nTx_n, \quad n = 0, 1, 2, \ldots, \tag{1.3.1}
\]
where \(\{c_n\}_{n=0}^{\infty}\) satisfies: \(0 < c_n \leq 1\) for all \(n\) and \(\sum_{n=0}^{\infty} c_n = \infty\).

In 2001, Rhoades [7] proved that every weakly contractive map has a unique fixed point in complete metric space and established the following convergence result in Banach spaces.

**Theorem 1.4.** (Rhoades [7]). Let \(K\) be a subset of a Banach space \(X\) and \(T\) be a weakly contractive selfmap of \(K\). Then, for \(x_0 \in K\), the Mann iteration defined by (1.3.1), converges to the unique fixed point \(p\) of \(T\).

**Definition 1.5.** (Jungck [4]). Two mappings \(A\) and \(T\) of a metric space \((X, d)\) are compatible if \(\lim_{n \to \infty} d(ATx_n, TAx_n) = 0\) whenever \(\{x_n\}\) is a sequence in \(X\) such that \(\lim_{n \to \infty} Ax_n = \lim_{n \to \infty} Tx_n = t\) for some \(t \in X\).
**Definition 1.6.** (Jungck and Rhoades [5]). Two selfmaps $A$ and $T$ of a metric space $(X, d)$ are called weakly compatible if they commute at their coincidence point. That is, for $x \in X$, if $Ax = Tx$ then $ATx = TAx$.

We observe that every compatible pair of selfmaps is weakly compatible but every weakly compatible pair of selfmaps need not be compatible (Singh and Meade [8]).

**Definition 1.7.** (Beg and Abbas [3]). Let $(X, d)$ be a metric space. A mapping $T : X \to X$ is said to be weakly contractive with respect to $f : X \to X$ if

$$d(Tx, Ty) \leq d(fx, fy) - \varphi(d(fx, fy)),$$

(1.7.1)

for all $x, y \in X$, where $\varphi : \mathbb{R}^+ \to \mathbb{R}^+$ satisfying (1.2.2), (1.2.3), (1.2.4), (1.2.5) and (1.2.6).

In 2006, Beg and Abbas [3] established the following common fixed point theorem in metric spaces.

**Theorem 1.8.** (Beg and Abbas [3]). Let $(X, d)$ be a metric space and $T : X \to X$ be a weakly contractive with respect to $f : X \to X$. If $T$ and $f$ are weakly compatible, $T(X) \subset f(X)$ and $f(X)$ is a complete subspace of $X$, then $f$ and $T$ have a unique common fixed point in $X$.

**Definition 1.9.** (modified Mann iteration). Let $(X, d)$ be a convex metric space with convex structure $W$. Let $T$ and $f$ be selfmaps on $X$. Assume that $T(X) \subset f(X)$ and $f(X)$ is a convex subset of $X$. For $x_0 \in X$, we define a sequence $\{fx_n\}$ in $f(X)$ by

$$fx_{n+1} = W(Tx_n, fx_n, \alpha_n), \ n = 0, 1, 2, \ldots,$$

(1.9.1)

where $0 \leq \alpha_n \leq 1$ for each $n$ and we call the sequence $\{fx_n\}$ a modified Mann iteration.

In 2008, Azam and Shakeel [2] established the convergence of modified Mann iteration in convex metric spaces to a common fixed point of $f$ and $T$, with the help of the existence of the common fixed point that is guaranteed in Theorem 1.8. If Theorem 1.8 is proved in convex metric spaces, then we can apply Theorem 1.8 directly to prove the convergence of modified Mann iteration to the common fixed point of $f$ and $T$. Now the following question is natural.

QUESTION: “Is Theorem 1.8 true in convex metric spaces?”

In this paper we answer this question affirmatively.

Beg and Abbas [3] proved the following convergence theorem in normed linear spaces.
Theorem 1.10. (Beg and Abbas [3], Theorem 2.6). Let \( X \) be a normed space and \( T \) and \( f \) be selfmaps of \( X \). Let \( T \) be a weakly contractive mapping with respect to \( f \). If \( f \) and \( T \) are weakly compatible, \( T(X) \subset f(X) \) and \( f(X) \) is a complete subspace of \( X \), then for \( x_0 \in X \), the sequence \( \{y_n\} \) in \( f(X) \) defined by

\[
y_n = f x_{n+1} = (1 - \alpha_n)f(x_n) + \alpha_n T(x_n), \quad n \geq 0,
\]

where \( 0 < \alpha_n \leq 1 \) for each \( n \) with \( \sum_{n=1}^{\infty} \alpha_n = \infty \) converges to a common fixed point of \( f \) and \( T \).

Throughout this paper, we denote \( R_+ = [0, \infty) \) and

\[
\Phi = \{ \varphi : R_+ \to R_+ \text{ satisfies (1.2.2), (1.2.3), (1.2.4), (1.2.5), (1.2.6)} \}
\]

and \( t - \varphi(t) \) is monotonically increasing on \( R_+ \).

We define \( \varphi : R_+ \to R_+ \) by \( \varphi(t) = \frac{t^2}{1+t^2}, t \geq 0 \). Then clearly \( \varphi \in \Phi \) so that \( \Phi \neq \emptyset \).

The aim of this paper is to prove the existence of common fixed points for two selfmaps \( T \) and \( f \) of a convex metric space \( X \) via the convergence of modified Mann iteration, where \( T \) is a nonlinear \( f \)-weakly contractive selfmap of \( X \) and range of \( f \) is complete (Theorem 2.1). This theorem answers the question stated above affirmatively. Theorem 1.10 follows as a corollary to Theorem 2.1. In Section 3, an invariant approximation result is proved.

2. Main results

The following is the main result of this paper.

Theorem 2.1. Let \( (X, d) \) be a convex metric space with convex structure \( W \). Let \( T, f : X \to X \) be selfmaps. Assume that there exists a \( \varphi \in \Phi \) such that

\[
d(Tx, Ty) \leq d(fx, fy) - \varphi(d(fx, fy)),
\]

for all \( x, y \in X \). If \( f(X) \) is complete, then for \( x_0 \in X \), the modified Mann iteration \( \{fx_n\} \) defined by (1.9.1) is Cauchy provided \( 0 < \alpha_n \leq 1 \) for each \( n = 0, 1, 2, \ldots \) and \( \sum_{n=0}^{\infty} \alpha_n = \infty \). Suppose that \( \{fx_n\} \) converges to \( z \) (say) in \( X \). Further, if \( T \) and \( f \) are weakly compatible, then \( z \) is the unique common fixed point of \( f \) and \( T \).

Proof. For each positive integer \( n \), define

\[
A_n = \{fx_i\}_{i=0}^{n} \cup \{Tx_i\}_{i=0}^{n}.
\]

Write \( a_n = \text{diam}(A_n) \).

If \( a_n = 0 \) for some \( n \), then \( fx_i = Tx_j \) for all \( 0 \leq i, j \leq n \) and hence \( fx_0 = Tx_0 = z \) (say).
Since the pair of mappings \((T, f)\) is weakly compatible, \(fT x_0 = Tf x_0\) and hence \(f z = T z\).

We now claim that \(T z = z\). Suppose \(T z \neq z\).

Consider
\[
d(T z, z) = d(T z, T x_0) \leq d(f z, f x_0) - \varphi(d(f z, f x_0))
\]
\[
= d(T z, z) - \varphi(d(T z, z)),
\]
a contradiction. Hence, \(T z = z\).

Hence, \(f z = T z = z\).

Since \(f x_n = f x_0\) for all \(n\), we have \(\lim_{n \to \infty} f x_n = f x_0 = z\).

Hence, without loss of generality, we assume \(a_n > 0\) for all \(n\).

Write \(b_n = \text{Sup}\{d(f x_0, T x_i) : 0 \leq i \leq n\}\).

We claim that \(a_n = b_n\) for all \(n\).

Clearly \(b_n \leq a_n\) for all \(n\). To show that \(a_n \leq b_n\), we consider the following three cases.

**Case (i)**. \(a_n = d(T x_i, T x_j)\) for some \(0 \leq i, j \leq n\).

Now,
\[
a_n = d(T x_i, T x_j) \leq d(f x_i, f x_j) - \varphi(d(f x_i, f x_j))
\]
\[
\leq a_n - \varphi(a_n),
\]
a contradiction.

Hence, \(a_n \neq d(T x_i, T x_j)\) for all \(0 \leq i, j \leq n\).

**Case (ii)**. \(a_n = d(f x_i, T x_j)\) for some \(0 \leq i, j \leq n\).

If \(i = 0\), then \(a_n = d(f x_0, T x_j) \leq b_n\) for all \(n \geq 0\).

If \(i \neq 0\), then
\[
a_n = d(f x_i, T x_j) = d(W(T x_{i-1}, f x_{i-1}, \alpha_{i-1}), T x_j)
\]
\[
\leq \alpha_{i-1}d(T x_{i-1}, T x_j) + (1 - \alpha_{i-1})d(f x_{i-1}, T x_j). \quad (2.1.5)
\]

If \(\alpha_{i-1} = 1\), we get \(a_n = d(T x_{i-1}, T x_j)\) which does not hold by case (i).

If \(\alpha_{i-1} \in (0, 1)\), from (2.1.5),
\[
a_n \leq \alpha_{i-1}a_n + (1 - \alpha_{i-1})d(f x_{i-1}, T x_j)
\]
which implies that
\[ a_n \leq d(f x_{i-1}, T x_j) \leq a_n \]
and hence \( a_n = d(f x_{i-1}, T x_j) \).

Repeating this procedure, we obtain \( a_n = d(f x_0, T x_j) \leq b_n \) for all \( n \geq 0 \).

Hence, \( a_n \leq b_n \) for all \( n \geq 0 \).

**Case (iii).** \( a_n = d(f x_i, f x_j) \) for some \( 0 \leq i < j \leq n \).

Now,
\[ a_n = d(f x_i, f x_j) = d(f x_i, W(T x_{j-1}, f x_{j-1}, \alpha_{j-1})) \]
\[ \leq \alpha_{j-1} d(f x_i, T x_{j-1}) + (1 - \alpha_{j-1}) d(f x_i, f x_{j-1}). \]

If \( \alpha_{i-1} = 1 \), we get \( a_n = d(f x_i, T x_{j-1}) \) which is discussed in case (ii).

If \( \alpha_{i-1} \in (0, 1) \), we get \( a_n = d(f x_i, f x_{j-1}) \).

Repeating this procedure, we obtain \( a_n = d(f x_i, T x_i) = 0 \), a contradiction.

Hence from all the three cases, we have \( a_n \leq b_n \) for all \( n \).

Thus, \( a_n = b_n \) for all \( n \).

Next we claim that the sequences \( \{f x_n\} \) and \( \{T x_n\} \) are bounded. For this purpose, we show that \( \{a_n\} \) is bounded.

Suppose that \( \{a_n\} \) is not bounded. Then there exists a subsequence \( \{a_{n_k}\} \) of \( \{a_n\} \) such that \( \lim_{k \to \infty} a_{n_k} = \infty \).

Then, for \( 0 \leq k \leq n_k \), we have
\[ d(f x_0, T x_k) \leq d(f x_0, T x_0) + d(T x_0, T x_k) \]
\[ \leq \gamma + d(f x_0, f x_k) - \varphi(d(f x_0, f x_k)) \]
\[ \leq \gamma + a_{n_k} - \varphi(a_{n_k}) \]
so that
\[ b_{n_k} = \text{Sup}\{d(f x_0, T x_k) : 0 \leq k \leq n_k\} \leq \gamma + a_{n_k} - \varphi(a_{n_k}), \]
and hence
\[ a_{n_k} \leq \gamma + a_{n_k} - \varphi(a_{n_k}), \]
where \( \gamma = d(f x_0, T x_0) \).

This shows that \( \varphi(a_{n_k}) \leq \gamma \)
and hence
\[ \lim_{k \to \infty} \varphi(a_{n_k}) \leq \gamma, \]
a contradiction, since \( \lim_{k \to \infty} \varphi(a_{n_k}) = \infty \).
Hence, \( \{ a_n \} \) is bounded.

Next we claim that \( \{ f x_n \} \) is Cauchy.

Write \( E_n = \{ f x_i \}_{i \geq n} \cup \{ T x_i \}_{i \geq n} \) and

\[
e_n = diam(E_n).
\]

(2.1.6)

Now write

\[
\beta_n = Sup\{d(f x_n, T x_j) : j \geq n\} \text{ for each } n.
\]

(2.1.7)

We claim that \( e_n = \beta_n \) for all \( n \).

Clearly \( \beta_n \leq e_n \) for all \( n \).

We now show that \( e_n \leq \beta_n \) for all \( n \).

Case (i). \( e_n = d(T x_i, T x_j) \) for some \( i, j \geq n \).

Now,

\[
e_n = d(T x_i, T x_j) \leq d(f x_i, f x_j) - \varphi(d(f x_i, f x_j))
\]

\[
\leq e_n - \varphi(e_n),
\]

a contradiction.

Hence, \( e_n \neq d(T x_i, T x_j) \) for all \( i, j \geq n \).

Case (ii). \( e_n = d(f x_i, T x_j) \) for some \( i, j \geq n \).

If \( i = n \), \( e_n = d(f x_n, T x_j) \leq \beta_n \) for all \( n \geq 0 \).

If \( i \neq n \), then

\[
e_n = d(f x_i, T x_j) = d(W(T x_{i-1}, f x_{i-1}, \alpha_{i-1}), T x_j)
\]

\[
\leq \alpha_{i-1} d(T x_{i-1}, T x_j) + (1 - \alpha_{i-1})d(f x_{i-1}, T x_j)
\]

(2.1.8)

If \( \alpha_{i-1} = 1 \), we get \( e_n = d(T x_{i-1}, T x_j) \) which does not hold by case (i).

If \( \alpha_{i-1} \in (0, 1) \), from (2.1.8), we have

\[
e_n \leq \alpha_{i-1} e_n + (1 - \alpha_{i-1})d(f x_{i-1}, T x_j)
\]

which implies that

\[
e_n \leq d(f x_{i-1}, T x_j) \leq e_n
\]

and hence \( e_n = d(f x_{i-1}, T x_j) \).

Repeating this procedure, we obtain \( e_n = d(f x_n, T x_j) \leq \beta_n \) for all \( n \geq 0 \).

Hence, \( e_n \leq \beta_n \) for all \( n \geq 0 \).
Case (iii). $e_n = d(f x_i, f x_j)$ for some $j > i \geq n$.

Now,

$$e_n = d(f x_i, f x_j) = d(f x_i, W(T x_{j-1}, f x_{j-1}, \alpha_{j-1})) \leq \alpha_{j-1} d(f x_i, T x_{j-1}) + (1 - \alpha_{j-1}) d(f x_i, f x_{j-1}).$$

If $\alpha_{i-1} = 1$, we get $e_n = d(f x_i, T x_{j-1})$ which is discussed in case (ii).

If $\alpha_{i-1} \in (0, 1)$, we get $e_n = d(f x_i, f x_{j-1})$ for all $n \geq 0$.

Repeating this procedure, we obtain $e_n = d(f x_i, f x_i) = 0$, a contradiction.

From the above three cases, we have $e_n \leq \beta_n$ for all $n$.

Hence, $e_n = \beta_n$ for all $n \geq 0$.

Since $\{e_n\}$ is a decreasing sequence of non-negative reals, it converges to a limit $a$ (say).

Suppose $a > 0$.

Since $a \leq e_n$ for all $n$, $\varphi(a) \leq \varphi(a_n)$ for all $n$.

Now consider

$$d(f x_n, T x_j) = d(W(T x_{n-1}, f x_{n-1}, \alpha_{n-1}), T x_j) \leq \alpha_{n-1} d(T x_{n-1}, T x_j) + (1 - \alpha_{n-1}) d(f x_{n-1}, T x_j) \leq \alpha_{n-1} [e_{n-1} - \varphi(e_{n-1})] + (1 - \alpha_{n-1}) e_{n-1}$$

so that

$$\beta_n = \text{Sup} \{d(f x_n, T x_j) : j \geq n\} \leq e_{n-1} - \alpha_{n-1} \varphi(e_{n-1}),$$

and hence

$$e_n \leq e_{n-1} - \alpha_{n-1} \varphi(e_{n-1}).$$

This implies that

$$\alpha_{n-1} \varphi(e_{n-1}) \leq e_{n-1} - e_n. \quad (2.1.9)$$

Adding the first $N$ terms in both sides of $(2.1.9)$, we get

$$\sum_{n=1}^{N} \alpha_{n-1} \varphi(e_{n-1}) \leq e_0 - e_N.$$  

But $\varphi(a) \leq \varphi(e_n)$ for all $n = 0, 1, 2, \ldots$.

Hence,

$$\varphi(a) \sum_{n=1}^{N} \alpha_{n-1} \leq e_0 - e_N \leq e_0. \quad (2.1.10)$$
Letting $N \to \infty$, in (2.1.10), we get a contradiction, since $\sum_{n=0}^{\infty} \alpha_n = \infty$.

Hence $a = 0$.

From the definition of the sequence $\{e_n\}$, we have $\{fx_n\}$ and $\{Tx_n\}$ are Cauchy sequences and that

$$\lim_{n \to \infty} d(fx_n, Tx_n) = 0. \quad (2.1.11)$$

Since $f(X)$ is complete,

$$\lim_{n \to \infty} fx_n = fu, \text{ for some } u \in X. \quad (2.1.12)$$

From (2.1.11) using (2.1.12), we get

$$\lim_{n \to \infty} Tx_n = fu \quad (2.1.13)$$

Now consider,

$$d(Tx_n, Tu) \leq d(fx_n, fu) - \varphi(d(fx_n, fu)) \quad (2.1.14)$$

Letting $n \to \infty$, from (2.1.14) using (2.1.12), (2.1.13) and the continuity of $\varphi$, we get

$$d(fu, Tu) \leq d(fu, fu) - \varphi(d(fu, fu)) = 0.$$

Hence, $Tu = fu = z$ (say).

Since the pair of maps $(f, T)$ is weakly compatible, we have $Tfu = fTu$ and hence $Tz = fz$.

Now we claim that $Tz = z$. Suppose $Tz \neq z$.

Consider

$$d(Tz, z) = d(Tz, Tu) \leq d(fz, fu) - \varphi(d(fz, fu))$$
$$= d(Tz, z) - \varphi(d(Tz, z)),$$

a contradiction. Hence, $Tz = z$.

Hence, $fz = Tz = z$.

The uniqueness of $z$ follows from the inequality (2.1.1).

Hence, the theorem follows.

**Corollary 2.2.** Let $(X, d)$ be a complete convex metric space with convex structure $W$ and $T : X \to X$ be a selfmap. Assume that there exists a $\varphi \in \Phi$ such that

$$d(Tx, Ty) \leq d(x, y) - \varphi(d(x, y)), \quad (2.2.1)$$

for all $x, y \in X$. Then, for $x_0 \in X$, the modified Mann iteration $\{x_n\}$ defined by
Theorem 2.1. \( f \) converges to the unique common fixed point of \( T \) and \( f \) in \( X \) and \( z \) is the unique fixed point of \( T \).

**Proof.** Follows from Theorem 2.1 by choosing \( f \) to be the identity mapping on \( X \).

The following is an example in support of Theorem 2.1.

**Example 2.3.** Let \( X = (0, 1) \) with the usual metric \( d \). Let \( I = [0, 1] \). We define \( W : X \times X \times I \to X \) by \( W(x, y, \lambda) = \lambda x + (1 - \lambda)y \) for all \( x, y \in X \) and for all \( \lambda \in I \). Then \( W \) is a convex structure on \( X \) so that \( X \) is a convex metric space with convex structure \( W \). We define mappings \( T, f : X \to X \) by

\[
T x = \begin{cases} 
\frac{1}{2} & \text{if } 0 < x < \frac{1}{3} \\
1 - \frac{2}{3} x & \text{if } \frac{1}{3} \leq x < 1,
\end{cases}
\]

and

\[
f x = \begin{cases} 
\frac{1}{3} & \text{if } 0 < x < \frac{2}{3} \\
\frac{4}{3} - x & \text{if } \frac{2}{3} \leq x < 1.
\end{cases}
\]

Here we observe that \( f(X) = \left(\frac{1}{3}, \frac{2}{3}\right) \) is a convex and complete subset of \( X \) and \( T(X) = \left(\frac{1}{2}, \frac{2}{3}\right) \subset f(X) \). Also the selfmaps \( f \) and \( T \) are weakly compatible on \( X \) and satisfy the weakly contractive condition (2.1.1) with \( \varphi : R_+ \to R_+ \) defined by \( \varphi(t) = \frac{1}{2} t \). Thus \( f \) and \( T \) satisfy all the hypotheses of Theorem 2.1.

Next we show that for any \( x_0 \in X \), the modified Mann iteration defined by (1.9.1) converges to the unique common fixed point of \( f \) and \( T \), which is the conclusion of Theorem 2.1.

Let \( x_0 \in X \) and \( 0 < \alpha_j \leq 1 \) for all \( j = 0, 1, 2, \ldots \), with \( \sum_{j=0}^{\infty} \alpha_j = \infty \).

We have the following two cases.

**Case (i).** \( x_0 \in (0, \frac{4}{3}) \).

In this case, \( f x_0 = \frac{1}{3} \) and \( T x_0 = \frac{1}{2} \). Now

\[
f x_1 = W(T x_0, f x_0, \alpha_0) = \alpha_0 T x_0 + (1 - \alpha_0) f x_0 = \frac{2}{3} - \frac{1}{3}(1 - \frac{1}{2} \alpha_0).
\]

This implies that \( f x_1 \in \left(\frac{1}{3}, \frac{2}{3}\right) \) so that \( \frac{2}{3} - \frac{1}{4}(1 - \frac{1}{2} \alpha_0) = \frac{1}{3} - x_1 \); and

\[
x_1 = \frac{2}{3} + \frac{1}{4}(1 - \frac{1}{2} \alpha_0) < 1.
\]

Hence \( T x_1 = \frac{2}{3} - \frac{1}{6}(1 - \frac{1}{2} \alpha_0) \). Again,

\[
f x_2 = W(T x_1, f x_1, \alpha_1) = \alpha_1 T x_1 + (1 - \alpha_1) f x_1 = \frac{2}{3} - \frac{1}{4}(1 - \frac{1}{2} \alpha_0)(1 - \frac{1}{2} \alpha_1).
\]

On continuing this process, inductively we obtain a sequence \( \{x_n\} \) in \( X \) such that

\[
f x_{n+1} = \frac{2}{3} - \frac{1}{4} \prod_{j=0}^{n} (1 - \frac{1}{2} \alpha_j), \quad n = 0, 1, 2, \ldots.
\]

Hence, \( f x_n \to \frac{2}{3} \) as \( n \to \infty \).

**Case (ii).** \( x_0 \in [\frac{2}{3}, 1) \).
Now, \( f_{x_0} = \frac{4}{3} - x_0 \) and \( T_{x_0} = 1 - \frac{1}{2}x_0 \).

Again,

\[
fx_1 = W(Tx_0, fx_0, \alpha_0) = \alpha_0Tx_0 + (1 - \alpha_0)fx_0 = \frac{2}{3} - (x_0 - \frac{2}{3})(1 - \frac{1}{2}\alpha_0).
\]

This implies that \( fx_1 \in (\frac{1}{3}, \frac{2}{3}) \) so that \( x_1 = \frac{2}{3} - (x_0 - \frac{2}{3})(1 - \frac{1}{2}\alpha_0) \) and hence \( T_{x_1} = \frac{2}{3} - \frac{1}{4}(x_0 - \frac{2}{3})(1 - \frac{1}{2}\alpha_0) \). Again,

\[
fx_2 = W(Tx_1, fx_1, \alpha_1) = \alpha_1Tx_1 + (1 - \alpha_1)fx_1 = \frac{2}{3} - (x_0 - \frac{2}{3})(1 - \frac{1}{2}\alpha_0)(1 - \frac{1}{2}\alpha_1).
\]

On continuing this process, inductively we obtain a sequence \( \{x_n\} \) in \( X \) such that

\[
fx_{n+1} = \frac{2}{3} - (x_0 - \frac{2}{3}) \prod_{j=0}^{n} (1 - \frac{1}{2}\alpha_j), \quad n = 0, 1, 2, \ldots \text{ Hence, } fx_n \to \frac{2}{3} \text{ as } n \to \infty.
\]

In both the cases, for any \( x_0 \in X \), the modified Mann iteration \( \{fx_n\} \) converges to \( \frac{2}{3} \) and \( \frac{2}{3} \) is the unique common fixed point of \( f \) and \( T \).

We observe that \( f \) and \( T \) are not compatible on \( X \); for, we choose \( x_n = \frac{2}{3} + \frac{1}{n}, \quad n = 4, 5, \ldots \) Then \( fx_n = \frac{2}{3} - \frac{1}{n} \) and \( Tx_n = \frac{2}{3} - \frac{1}{2n}, n = 4, 5, \ldots \). We note that \( fx_n \to \frac{2}{3} \) as \( n \to \infty \) and \( Tx_n \to \frac{2}{3} \) as \( n \to \infty \). Now \( ft_{x_n} = \frac{1}{2} \) and \( Tfx_n = \frac{1}{2} \) for all \( n = 4, 5, \ldots \) so that \( \lim_{n \to \infty} d(fT_{x_n}, Tfx_n) = \frac{1}{6} \neq 0 \).

3. An invariant approximation result

**Definition 3.1.** Let \((X, d)\) be a metric space and let \( E \) be a subset of \( X \).

The set \( P_E(u) = \{x \in E : d(x, u) = \text{dist}(u, E)\} \) is called the set of best approximants to \( u \) in \( X \) out of \( E \), where

\[
\text{dist}(u, E) = \inf \{d(y, u) : y \in E\}.
\]

**Theorem 3.2.** Let \( E \) be a non-empty compact and convex subset of a convex metric space \( X \) and \( T, f : E \to E \) be selfmaps such that \( u \in F(T) \cap F(f) \) for some \( u \in X \). Assume that \( T(\partial E \cap E) \subseteq E \) and \( f(P_E(u)) = P_E(u) \). Further assume that there exists a \( \varphi \in \Phi \) and for each \( x, y \in P_E(u) \cup \{u\} \),

\[
d(Tx, Ty) \leq \begin{cases} 
    d(f(x, fu) - \varphi(f(x, fu))) & \text{if } y = u \\
    d(f(u, fy) - \varphi(f(u, fy))) & \text{if } x = u \\
    d(f(x, fy) - \varphi(f(x, fy))) & \text{if } x, y \in P_E(u). 
\end{cases}
\]

(3.2.1)

If the pair of maps \((T, f)\) is weakly compatible, then \( P_E(u) \cap F(f) \cap F(T) \neq \emptyset \).

**Proof.** Since \( E \) is compact, \( P_E(u) \neq \emptyset \). Clearly \( P_E(u) \) is closed and hence compact, being a closed subset of a compact set \( E \), so that \( f(P_E(u)) \) is compact. Hence, \( f(P_E(u)) \) is complete.
Now we claim that $P_E(u)$ is convex. Let $x, y \in P_E(u)$ and $\lambda \in I = [0, 1]$. Then $d(x, u) = \text{dist}(u, E) = \text{dist}(y, u)$. Since $E$ is convex, $W(x, y, \lambda) \in E$ and hence $d(W(x, y, \lambda), u) \geq \text{dist}(u, E)$. But

$$d(W(x, y, \lambda), u) \leq (1 - \lambda)d(x, u) + \lambda d(y, u) = \text{dist}(u, E).$$

This implies that $d(W(x, y, \lambda), u) = \text{dist}(u, E)$ and hence $W(x, y, \lambda) \in P_E(u)$. Hence, $P_E(u)$ is convex subset of $X$.

Now let $x \in P_E(u)$. From the definition of $W$ we get,

$$d(W(x, u, \lambda), u) \leq (1 - \lambda)d(x, u). \quad (3.2.2)$$

Clearly,

$$d(u, x) = d(u, W(x, u, \lambda)) + d(W(x, u, \lambda), x). \quad (3.2.3)$$

Now from (3.2.2) and (3.2.3) we get,

$$d(u, x) = d(u, W(x, u, \lambda)) + d(W(x, u, \lambda), x) \leq d(u, W(x, u, \lambda)) + \lambda d(x, u).$$

This implies that

$$(1 - \lambda)d(x, u) \leq d(u, W(x, u, \lambda)). \quad (3.2.4)$$

From (3.2.2) and (3.2.4), we obtain

$$d(W(x, u, \lambda), u) = (1 - \lambda)d(x, u). \quad (3.2.5)$$

We observe from (3.2.5) that $W(x, u, 0) = x$ and $W(x, u, 1) = u$. Also, it follows from (3.2.5) that, if $\lambda = 0$, then clearly $x \in \partial E \cap E$ and hence the set

$$\{W(x, u, \lambda) : 0 < \lambda \leq 1\} \cap E = \emptyset.$$

Hence, $x \in \partial E \cap E$ and hence $P_E(u) \subset \partial E \cap E$.

Thus, $T(P_E(u)) \subset T(\partial E \cap E) \subset E$.

Therefore, $Tx \in E$ and also $fx \in P_E(u)$ for all $x \in P_E(u)$.

Now consider

$$d(Tx, u) = d(Tx, Tu) \leq d(fx, fu) - \varphi(d(fx, fu))$$

$$\leq d(fx, u)$$

$$\leq d(u, E).$$

This implies that $d(Tx, u) \leq \text{dist}(u, E)$. But $Tx \in E$. 
Hence, \( d(Tx, u) = \text{dist}(u, E) \), that is, \( Tx \in P_E(u) \).

Therefore, \( T(P_E(u)) \subset P_E(u) = f(P_E(u)) \).

Hence all the hypotheses of Theorem 2.1 are satisfied. Hence by Theorem 2.1, there exists \( z \in P_E(u) \) such that \( fz = Tz = z \).

Hence, \( P_E(u) \cap F(f) \cap F(T) \not= \emptyset \).
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