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#### Abstract

In this paper we establish relationships of the approximation numbers of matrix transformations acting between the vector-valued sequence spaces spaces of the type $\lambda(X)$ defined corresponding to a scalar-valued sequence space $\lambda$ and a Banach space $(X,\|\|$.$) as$ $$
\lambda(X)=\left\{\bar{x}=\left\{x_{i}\right\}: x_{i} \in X, \forall i \in \mathbb{N},\left\{\left\|x_{i}\right\|_{X}\right\} \in \lambda\right\} ;
$$ with those of their component operators. This study leads to a characterization of a diagonal operator to be approximable. Further, we compute the approximation numbers of inclusion maps acting between $\ell^{p}(X)$ spaces for $1 \leq p \leq \infty$.


## 1. Introduction

Eversince the inception of approximation numbers of operators on Banach spaces in 1963 by A. Pietsch [12], mathematicians have been interested in finding the estimates of these numbers for various embedding maps between function spaces, sequence spaces etc., for instance one may refer to [7, 8, 10, 17]. However, motivated by the work of Hutton [9], we estimate these numbers for inclusion mappings between vector valued sequence spaces.

Throughout this paper we denote by $X, Y$ and $Z$ the Banach spaces defined over the complex field $\mathbb{C}$ and by $U_{X}$, the closed unit ball in the space $X . \mathscr{L}(X, Y)$ represents the class of all bounded linear operators from $X$ to $Y$. $\mathbb{N}$ stands for the set of all natural numbers.

For $T \in \mathscr{L}(X, Y)$ and $n \in \mathbb{N}$, the $n^{\text {th }}$ approximation number of $T$ is given by

$$
a_{n}(T)=\inf \{\|T-A\|: A \in \mathscr{L}(X, Y), \operatorname{rank}(A)<n\} ;
$$

and $T$ is said to be approximable if $a_{n}(T) \rightarrow 0$ as $n \rightarrow \infty$. The approximation numbers satisfy the following algebraic properties for well defined addition and composition of operators $R, S$ and $T$.

$$
\text { 1. }\|S\|=a_{1}(S) \geq a_{2}(S) \geq \cdots \geq a_{n}(S) \geq \cdots \geq 0 \text {; }
$$

2. $a_{n}(S+T) \leq\|S\|+a_{n}(T)$;
3. $a_{n}(R S T) \leq\|R\| a_{n}(S)\|T\|$;
4. If $\operatorname{rank}(S)<n$, then $a_{n}(S)=0$;
5. $a_{n}\left(I_{X}\right)=1$, whenever $\operatorname{dim}(X) \geq n$, where $I_{X}$ is the identity mapping on the Banach space $X$.

A function $s$ associating each linear operator $T$ with a sequence $\left\{s_{n}(T)\right\}$ of non-negative reals satisfying the properties analogous to [1]-[5] has been termed in the literature as an $s$ function. The map defined by the approximation numbers is indeed the largest $s$-function [14, 15]. For various results on $s$-numbers as well as approximation numbers, we refer to [2, 9, 13] and [16]. As evident from the definition, approximation numbers are the measure of nearness of an operator $T \in \mathscr{L}(X, Y)$ by finite rank operators, it is therefore natural to ask whether the compactness of $T$ has any connection with the rate of decrease of these numbers. Indeed, every approximable operator is compact but converse may not be true as shown by Enflo in [3].

Coming to the study of domain and range spaces of the matrix transformations to be studied in this paper, we refer to [4, 5] and [11], for detailed theory of these spaces, namely the vector valued sequence spaces. We denote by $\Omega(X)$, the class of all sequences from $X$ and by $\Phi(X)$, the subspace of $\Omega(X)$ consisting of all finitely non-zero sequences. A vector valued sequence space $\Lambda(X)$ is a subspace of $\Omega(X)$ containing $\Phi(X)$. The $k^{\text {th }}$ section of $\bar{x}=\left\{x_{i}\right\}$ is the sequence $\bar{x}^{(k)}=\left\{x_{1}, x_{2}, \ldots, x_{k}, 0,0, \ldots\right\}$. For $x \in X, \delta_{i}^{x}$ denotes the sequence $\{0,0, \ldots, 0, x, 0, \ldots\}$, where $x$ is placed at the $i^{\text {th }}$ co-ordinate. In case $X=\mathbb{C}$, we write $\omega$ for $\Omega(X), \phi$ for $\Phi(X), \lambda$ for $\Lambda(X)$ and we denote by $e^{i}$ the element $\delta_{i}^{1}$ of $\lambda$. A linear map $Z: \Lambda(X) \rightarrow \Lambda(Y)$ is said to be a matrix transformation, if there exists a matrix [ $Z_{i j}$ ] of linear maps, $Z_{i j}: X \rightarrow Y$ for each $i, j \in \mathbb{N}$, such that for every $\bar{x}=\left\{x_{n}\right\}$ in $\Lambda(X)$, the series $\sum_{j=1}^{\infty} Z_{i j}\left(x_{j}\right)$ converges to some element $y_{i} \in Y, \forall i \in \mathbb{N}$ and $\left\{y_{i}\right\} \in \Lambda(Y)$ i.e.

$$
y_{i}=\sum_{j=1}^{\infty} Z_{i j}\left(x_{j}\right)=P_{i, \Lambda(Y)}(Z(\bar{x})),
$$

where $P_{i, \Lambda(Y)}: \Lambda(Y) \rightarrow Y$ is defined as

$$
P_{i, \Lambda(Y)}(\bar{y})=y_{i}, \forall i \in \mathbb{N} \text { and } \forall \bar{y}=\left\{y_{i}\right\} \in \Lambda(Y) .
$$

If in the above definition $Z_{i j} \equiv 0, \forall i \neq j$, then $Z$ is called a diagonal operator. A subset $M$ of $\Lambda(X)$ is said to be normal if for any $\bar{x}=\left\{x_{i}\right\} \in M$ and $\alpha_{i} \in \mathbb{K}$, with $\left|\alpha_{i}\right| \leq 1, i \geq 1$, the sequence $\left\{\alpha_{i} x_{i}\right\} \in M$. A vector-valued sequence space $\Lambda(X)$ equipped with a Hausdorff locally convex topology $\mathscr{F}$ is called (i) a GK-space if the maps $P_{n, \Lambda(X)}: \Lambda(X) \rightarrow X, P_{n, \Lambda(X)}(\bar{x})=x_{n}$,
for each $n \geq 1$, are continuous; (ii) a GAK-space if $\Lambda(X)$ is a GK-space and for each $\bar{x}=\left\{x_{i}\right\}$ from $\Lambda(X), \bar{x}^{(n)} \rightarrow \bar{x}$ as $n \rightarrow \infty$, in $\mathscr{F}$. In the case when $X=\mathbb{K}$, the space in definitions $(i)$ and ( $i i$ ) is referred to as a $K$-space and an $A K$-space. A norm $\|.\|_{\lambda}$ of a scalar valued sequence space $\lambda$ is said to be monotone if $\left|\alpha_{i}\right| \leq\left|\beta_{i}\right|, \forall i \in \mathbb{N}$ implies $\left\|\left\{\alpha_{i}\right\}\right\|_{\lambda} \leq\left\|\left\{\beta_{i}\right\}\right\|_{\lambda}$.

The particular types of vector-valued sequence spaces which we consider in this paper are

$$
\lambda(X)=\left\{\bar{x}=\left\{x_{i}\right\}: x_{i} \in X, \forall i \in \mathbb{N} \text { and }\left\{\left\|x_{i}\right\|_{X}\right\} \in \lambda\right\}
$$

where $\left(\lambda,\|\cdot\|_{\lambda}\right)$ is a scalar valued Banach sequence space. $\lambda(X)$ is a Banach space with the norm given by

$$
\|\bar{x}\|_{\lambda(X)}=\left\|\left\{\left\|x_{i}\right\|_{X}\right\}\right\|_{\lambda},
$$

for any $\bar{x}=\left\{x_{i}\right\} \in \lambda(X),[4][6]$.

## 2. Approximation numbers of matrix transformations from $\lambda(X)$ to $\mu(Y)$

Let us recall from our earlier work [1] a few results and notations concerning the matrix transformations from $\lambda(X)$ to $\mu(Y)$, where we assume that $\lambda$ and $\mu$ are any two normal, normed scalar valued sequence spaces containing $\phi$, which are equipped with the monotone norms $\|\cdot\|_{\lambda}$ and $\|\cdot\|_{\mu}$ respectively. Further, $\mu$ is an AK-space and $\left\|e^{i}\right\|_{\lambda}=\left\|e^{i}\right\|_{\mu}=1, \forall i \in \mathbb{N}$. It is shown in [1] that if $Z=\left[Z_{i j}\right]$ is a matrix transformation from $\lambda(X)$ to $\mu(Y)$ with $\left\{\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|\right\}_{i=1}^{\infty}$ $\in \mu$, then $Z$ is a bounded linear operator from $\lambda(X)$ to $\mu(Y)$ satisfying

$$
\sup _{i, j}\left\|Z_{i j}\right\| \leq\|Z\| \leq\left\|\left\{\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|\right\}_{i=1}^{\infty}\right\|_{\mu}
$$

It has also been noted in [1] that the diagonal operators $Z$ from $\lambda(X)$ into $\mu(Y)$ are in fact the maps from $\lambda(X)$ into $\lambda(Y)$ and in this case $\|Z\|=\sup _{i}\left\|Z_{i i}\right\|$.

For $k \in \mathbb{N}$, let us write

$$
\lambda_{k}(X)=X \times X \times \cdots \times X(k \text { times })
$$

We equip $\lambda_{k}(X)$ with the norm given by

$$
\left\|\left(x_{1}, x_{2}, \ldots, x_{k}\right)\right\|_{\lambda_{k}(X)}=\left\|\left\{z_{i}\right\}\right\|_{\lambda(X)} ;
$$

where $z_{i}=x_{i}, 1 \leq i \leq k$ and $z_{i}=0, \forall i>k$.
Corresponding to a matrix transformation $Z$ let us define $Z^{k}$ and $Z_{k}$ as the linear operators from $\lambda(X)$ to $\mu_{k}(Y)$ and to $\mu(Y)$ respectively, given by

$$
Z^{k}(\bar{x})=\left(\sum_{j=1}^{\infty} Z_{1 j} x_{j}, \sum_{j=1}^{\infty} Z_{2 j} x_{j}, \ldots, \sum_{j=1}^{\infty} Z_{k j} x_{j}\right)
$$

and

$$
Z_{k}(\bar{x})=\left\{\sum_{j=1}^{\infty} Z_{1 j} x_{j}, \sum_{j=1}^{\infty} Z_{2 j} x_{j}, \ldots, \sum_{j=1}^{\infty} Z_{k j} x_{j}, 0,0 \ldots\right\} ;
$$

for $\bar{x}=\left\{x_{i}\right\} \in \lambda(X)$.
For each $k \in \mathbb{N}$, we also consider the projection and inclusion maps $P_{k, \lambda(X)}: \lambda(X) \rightarrow X$, $P_{\lambda(X)}^{k}: \lambda(X) \rightarrow \lambda_{k}(X), I_{k, \lambda(X)}: X \rightarrow \lambda(X)$ and $I_{\lambda(X)}^{k}: \lambda_{k}(X) \rightarrow \lambda(X)$, defined as

$$
\begin{aligned}
& P_{k, \lambda(X)}(\bar{x})=x_{k}, \quad \bar{x}=\left\{x_{k}\right\} \in \lambda(X) ; \\
& P_{\lambda(X)}^{k}(\bar{x})=\left(x_{1}, x_{2}, \ldots, x_{k}\right), \bar{x}=\left\{x_{k}\right\} \in \lambda(X) ; \\
& I_{k, \lambda(X)}(x)=\delta_{k}^{x}, \quad x \in X
\end{aligned}
$$

and

$$
I_{\lambda(X)}^{k}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\left\{x_{1}, x_{2}, \ldots, x_{k}, 0,0, \ldots\right\},\left(x_{1}, x_{2}, \ldots, x_{k}\right) \in \lambda_{k}(X) .
$$

Note that the norm of any of the maps defined above can not exceed one. Assuming that $Z: \lambda(X) \rightarrow \mu(Y)$ is a matrix transformation with $\left\{\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|\right\}_{i=1}^{\infty} \in \mu$, we begin with

Proposition 2.1. For a fixed $k \in \mathbb{N}$,

$$
a_{n}\left(Z^{k}\right)=a_{n}\left(Z_{k}\right), \forall n \in \mathbb{N} .
$$

Proof. Note that $Z^{k}=P_{\mu(Y)}^{k} \cdot Z_{k}$ and $Z_{k}=I_{\mu(Y)}^{k} \cdot Z^{k}$. The result now follows from the multiclicative property of approxmation numbers.

Proposition 2.2. For a fixed $k \in \mathbb{N}$,

$$
a_{n}\left(Z_{k}\right) \leq a_{n}(Z), \forall n \in \mathbb{N} .
$$

Proof. Since $Z_{k}=I_{\mu(Y)}^{k} \cdot P_{\mu(Y)}^{k} \cdot Z$, applying the multiplicative property of approximation numbers, the required inequality follows.

Corollary 2.3. For each $n \in \mathbb{N}$,

$$
a_{n}(Z)=\lim _{k \rightarrow \infty} a_{n}\left(Z_{k}\right) .
$$

Proof. To get this result, use additive property of approximation numbers to get the following inequality

$$
0 \leq a_{n}(Z)-a_{n}\left(Z_{k}\right) \leq\left\|\left(0, \ldots, 0, \sum_{j=1}^{\infty}\left\|Z_{(k+1) j}\right\|, \sum_{j=1}^{\infty}\left\|Z_{(k+2) j}\right\|, \ldots\right)\right\|_{\mu},
$$

for any $n, k \in \mathbb{N}$ and the AK-ness of $\mu$.
However, the validity of the above result doesn't yield $\left\{\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|\right\}_{i=1}^{\infty} \in \mu$ or the AK-ness of $\mu$, as illustrated in

Example 2.4. If $Z$ is the identity mapping on $\ell^{p}, 1 \leq p \leq \infty$, then we have

$$
a_{n}(Z)=\lim _{k \rightarrow \infty} a_{n}\left(Z_{k}\right)
$$

But $\ell^{\infty}$ is not an AK-space and $\left\{\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|\right\}_{i=1}^{\infty}$ is not in $\ell^{p}$ for $1 \leq p<\infty$.
Theorem 2.5. For each $n \in \mathbb{N}, a_{n}\left(Z_{i j}\right) \leq a_{n}(Z), \forall i, j \in \mathbb{N}$.
Proof. Since $Z_{i j}=P_{i, \mu(Y)} \cdot Z \cdot I_{j, \lambda(X)}$, the result follows from the multiplicative property of approximation numbers.

The above result immediately leads to
Corollary 2.6. If $Z=\left[Z_{i j}\right]$ from $\lambda(X)$ to $\mu(Y)$ is an approximable matrix transformation then $Z_{i j}: X \rightarrow Y$ is approximable (hence compact), for each $i, j \in \mathbb{N}$.

The converse of Theorem 2.5 holds in the following form-
Theorem 2.7. For fixed $k \in \mathbb{N}$,

$$
a_{k n}\left(Z^{k}\right) \leq\left\|e^{(k)}\right\|_{\mu} \max _{1 \leq i \leq k}\left\{a_{n}\left(Z_{i i}\right)+\sum_{j \neq i}\left\|z_{i j}\right\|\right\}, n \in \mathbb{N} ;
$$

where $e^{(k)}$ represents the $k^{\text {th }}$ section of $e=\{1,1, \ldots, 1, \ldots\}$.
Proof. First we note that $\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|<\infty$, for each $i \in \mathbb{N}$, since the sequence $\left\{\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|\right\}_{i=1}^{\infty} \in$ $\mu \subseteq \ell^{\infty}$. Now $\forall \epsilon>0$, we can find an operator $A_{i j} \in \mathscr{L}(X, Y)$ of rank $m, m<n$ such that

$$
\left\|Z_{i j}-A_{i j}\right\| \leq a_{n}\left(Z_{i j}\right)+\epsilon
$$

For any $\bar{x}=\left\{x_{i}\right\} \in \lambda(X)$, define

$$
A^{k}(\bar{x})=\left(A_{11}\left(x_{1}\right), \ldots, A_{k k}\left(x_{k}\right)\right)
$$

Then $\operatorname{rank}\left(A^{k}\right)<k n$ and so

$$
a_{k n}\left(Z^{k}\right) \leq\left\|Z^{k}-A^{k}\right\| \leq\left\|e^{(k)}\right\|_{\mu} \max _{1 \leq i \leq k}\left\{a_{n}\left(Z_{i i}\right)+\sum_{j \neq i}\left\|Z_{i j}\right\|\right\}, n \in \mathbb{N}
$$

Indeed, $\forall \bar{x}=\left\{x_{i}\right\} \in U_{\lambda(X)}$ we have

$$
\left\|\left(Z^{k}-A^{k}\right)(\bar{x})\right\|_{\mu_{k}(Y)} \leq\left\|e^{(k)}\right\|_{\mu} \max _{1 \leq i \leq k}\left\{\left\|Z_{i i}\left(x_{i}\right)-A_{i i}\left(x_{i}\right)\right\|_{Y}+\sum_{j \neq i}\left\|Z_{i j}\right\|\right\}
$$

Corollary 2.8. If $\left\{\alpha_{i}\right\} \in \mu$ is such that $\alpha_{i}=0,1 \leq i \leq k$ and $\alpha_{i}=\sum_{j=1}^{\infty}\left\|Z_{i j}\right\|$, for each $i>k$, then

$$
a_{k n}(Z) \leq\left\|\left\{\alpha_{i}\right\}\right\|_{\mu}+\left\|e^{(k)}\right\|_{\mu} \max _{1 \leq i \leq k}\left\{a_{n}\left(Z_{i i}\right)+\sum_{j \neq i}\left\|Z_{i j}\right\|\right\}
$$

Remark 2.9. In case of a diagonal operator $Z$, the above inequality reduces to the following form

$$
a_{k n}(Z) \leq \sup _{i=k+1}^{\infty}\left\|Z_{i i}\right\|+\left\|e^{(k)}\right\|_{\mu} \max _{i=1}^{k}\left(a_{n}\left(Z_{i i}\right)\right)
$$

Now we prove
Theorem 2.10. The diagonal operator $Z: \lambda(X) \rightarrow \lambda(Y)$ is approximable if and only if $Z_{i i}$ is approximable, for each $i \in \mathbb{N}$ and $\left\|Z_{i i}\right\| \rightarrow 0$ as $i \rightarrow \infty$.

Proof. It is clear from Theorem 2.5 that each $Z_{i i}, i \in \mathbb{N}$, is approximable if $Z$ is approximable. Further note that for any $\epsilon>0$, we can find $\left\{x_{i}\right\} \subseteq U_{X}$ such that

$$
\left\|Z_{i i}\right\|<\left\|Z_{i i}\left(x_{i}\right)\right\|_{Y}+\frac{\epsilon}{2}
$$

Since $Z$ is compact (being approximable), we can find $m_{1}, m_{2}, \ldots, m_{n} \in \mathbb{N}$ such that for every $i \in \mathbb{N}$ we have

$$
\left\|Z\left(\delta_{i}^{x_{i}}\right)-Z\left(\delta_{m_{k}}^{x_{m_{k}}}\right)\right\|_{\lambda(Y)}<\frac{\epsilon}{2}
$$

for some $1 \leq k \leq n$.
By choosing $N_{0}=\max \left\{m_{1}, m_{2}, \ldots, m_{n}\right\}$ and using the monotonicity of $\|.\|_{\lambda}$ we get

$$
\left\|Z_{i i}\left(x_{i}\right)\right\|_{Y} \leq\left\|Z\left(\delta_{i}^{x_{i}}\right)-Z\left(\delta_{m_{k}}^{x_{m_{k}}}\right)\right\|_{\lambda(Y)}<\frac{\epsilon}{2}, \forall i>N_{0}
$$

Hence $\left\|Z_{i i}\right\| \rightarrow 0$ as $i \rightarrow \infty$. For the converse note that for any given $\epsilon>0$, there exists a $k_{o} \in \mathbb{N}$ such that

$$
\sup _{i=k_{o}+1}^{\infty}\left\|Z_{i i}\right\| \leq \epsilon / 2
$$

and approximability of $Z_{i i}$ 's imply that there exists $n_{o} \in \mathbb{N}$ depending upon $k_{o}$ such that

$$
a_{n}\left(Z_{i i}\right) \leq \epsilon /\left(2\left\|e^{\left(k_{o}\right)}\right\|_{\mu}\right), \forall i=1,2, \ldots, k_{o}, \forall n \geq n_{o}
$$

Hence, from Remark 2.9, we get $a_{n_{o} k_{o}}(Z) \leq \epsilon$. Thus

$$
a_{j}(Z) \leq \epsilon, \forall j \geq n_{o} k_{o}, j \in \mathbb{N}
$$

$\Rightarrow Z$ is approximable.

## 3. Approximation numbers of inclusion maps

In this section we compute the approximation numbers of the inclusion maps between spaces of the type $\ell^{p}(X), 1 \leq p \leq \infty$, using the results proved in the preceding section and thus conclude that these maps are not approximable. Besides generalizing the results to vectorvalued $\ell^{p}(X)$ spaces, we prove in the following result how the dimension of the underlying space affects the value of the approximation number of the inclusion map. Indeed, we prove

Theorem 3.1. For the inclusion map $I: \ell^{1}(X) \rightarrow \ell^{\infty}(X)$,

$$
\begin{equation*}
\frac{1}{2} \leq a_{n}(I) \leq 1, \forall n \geq 2, n \in \mathbb{N} \tag{3.1}
\end{equation*}
$$

Further, $a_{n}(I)=1, \forall n \in \mathbb{N}$, in case $X$ is an infinite dimensional Banach space. If $\operatorname{dim}(X)=k$, we have $a_{n}(I)=1,1 \leq n \leq k$ and $a_{n}(I)=\frac{1}{2}, \forall n>k$.

Proof. Since $a_{1}(I)=\|I\|=1$, we have $a_{n}(I) \leq 1, \forall n \in \mathbb{N}$.
If there exists $n \in \mathbb{N}, n \geq 2$ with $a_{n}(I)<\frac{1}{2}$, choose $\epsilon>0$ such that

$$
a_{n}(I)<\frac{1}{2}-\epsilon
$$

For this $\epsilon>0$, there exists $A \in \mathscr{L}\left(\ell^{1}(X), \ell^{\infty}(X)\right)$ with $\operatorname{rank}(A)<n$ such that

$$
\begin{equation*}
\|I-A\|<a_{n}(I)+\frac{\epsilon}{2}<\frac{1}{2}-\frac{\epsilon}{2} \tag{3.2}
\end{equation*}
$$

We now fix $x \in X$ with $\|x\|=1$ and let $A\left(\delta_{i}^{x}\right)=\left\{y_{i j}^{x}\right\}, \forall i \in \mathbb{N}$.
Then from (3.2), for each $i \in \mathbb{N}$, we get

$$
\max \left\{\sup _{j \neq i}\left\|y_{i j}^{x}\right\|_{X},\left\|x-y_{i i}^{x}\right\|_{X}\right\}<\frac{1}{2}-\frac{\epsilon}{2}
$$

Since $A$ is a finite rank operator, the set

$$
\mathscr{S}^{A}=\left\{\bar{y} \in A\left(\ell^{1}(X)\right):\|\bar{y}\|_{\ell_{\infty}^{\infty}(X)} \leq\|A\|\right\}
$$

is relatively compact. Also note that for each $i \in \mathbb{N}$, the element $A\left(\delta_{i}^{x}\right) \in \mathscr{S}^{A}$. Hence for a fixed $x \in X$ with $\|x\|_{X}=1$ and $i, j \in \mathbb{N}$ with $i \neq j$ we have

$$
\left\|A\left(\delta_{i}^{x}\right)-A\left(\delta_{j}^{x}\right)\right\|_{\ell(X)} \geq\left\|y_{i k}^{x}-y_{j k}^{x}\right\|_{X}
$$

for each $k \in \mathbb{N}$.
In particular when $i=k$, we get

$$
\begin{equation*}
\left\|A\left(\delta_{i}^{x}\right)-A\left(\delta_{j}^{x}\right)\right\|_{\ell^{\infty}(X)} \geq\left\|y_{i i}^{x}-y_{j i}^{x}\right\|_{X} \geq\left\|y_{i i}^{x}\right\|_{X}-\left\|y_{j i}^{x}\right\|_{X} \tag{3.3}
\end{equation*}
$$

Since $\left\|x-y_{i i}^{x}\right\|_{X}<\frac{1}{2}-\frac{\epsilon}{2}$ and $\left\|y_{j i}^{x}\right\|_{X}<\frac{1}{2}-\frac{\epsilon}{2}$, from (3.3) we get,

$$
\left\|A\left(\delta_{i}^{x}\right)-A\left(\delta_{j}^{x}\right)\right\|_{\ell^{\infty}(X)}>\|x\|_{X}-\frac{1}{2}+\frac{\epsilon}{2}-\frac{1}{2}+\frac{\epsilon}{2}=\epsilon>0,
$$

for each $i \neq j$. This contradicts the fact that $\mathscr{S}^{A}$ is relatively compact and hence (3.1) holds.
Since each component operator of $I$ is the identity operator on $X$, using the Property [5] of approximation numbers and Theorem 2.5, we conclude that $a_{n}(I)=1, \forall n \in \mathbb{N}$, in case $X$ is infinite dimensional space.

If $\operatorname{dim}(X)=k$, let $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ be a basis of $X$. If $x \in X$ is such that $x=\sum_{i=1}^{k} \alpha_{j} u_{j}$, we assume that the norm on $X$ is given by $\|x\|_{X}=\sum_{i=1}^{k}\left|\alpha_{j}\right|$. Note that $\left\|u_{j}\right\|=1, \forall j=1,2, \ldots, k$. Let us take $\bar{x}=\left\{x_{i}\right\} \in \ell^{1}(X)$, where $x_{i}=\sum_{j=1}^{k} \alpha_{i j} u_{j}$. Since $\sum_{i=1}^{\infty}\left\|u_{j}\right\|_{X}<\infty$, we get $\sum_{i=1}^{\infty} \sum_{j=1}^{k}\left|\alpha_{i j}\right|=$ $M<\infty$. For $1 \leq j \leq k$, define

$$
\beta_{j}=\frac{1}{2} \sum_{i=1}^{\infty} \alpha_{i j} .
$$

Then $\beta_{j}$ is well defined and

$$
\sum_{j=1}^{k}\left|\beta_{j}\right|<\sum_{j=1}^{k} \sum_{i=1}^{\infty}\left|\alpha_{i j}\right|<\infty .
$$

Write $z=\sum_{j=1}^{k} \beta_{j} u_{j}$ and $\bar{z}=\{z, z, z, \ldots\}$. Then

$$
\|\bar{z}\|_{\ell^{\infty}(X)}=\|z\|_{X}=\sum_{j=1}^{k}\left|\beta_{j}\right| \leq \frac{1}{2} M<\infty .
$$

$\Rightarrow \bar{z} \in \ell^{\infty}(X)$. Define $A: \ell^{1}(X) \rightarrow \ell^{\infty}(X)$ as

$$
A(\bar{x})=\{z, z, \ldots, z, \ldots\} .
$$

Then, $\operatorname{rank}(A)=k$; indeed the elements $\bar{u}_{j}=\left(u_{j}, u_{j}, \ldots, u_{j}, \ldots\right), 1 \leq j \leq k$, would span the range of $A$. Also, for any $\bar{x}=\left\{x_{i}\right\} \in \ell^{1}(X)$ with $\|\bar{x}\|_{\ell^{1}(X)}=1$, we have $\|(I-A) \bar{x}\|_{\ell^{\infty}(X)}=\sup _{i=1}^{\infty} \| x_{i}-$ $z \|_{X}$. If $x_{i}$ is given by $\sum_{j=1}^{k} \alpha_{i j} u_{j}$, for each $i \in \mathbb{N}$, we have

$$
\sup _{i=1}^{\infty}\left\|x_{i}-z\right\|_{X} \leq \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{k}\left|\alpha_{i j}\right|=\frac{1}{2} .
$$

$\Rightarrow\|I-A\| \leq \frac{1}{2}$. Hence $a_{n}(I)=\frac{1}{2}, \forall n>k$.
To show that $a_{n}(I)=1,1 \leq n \leq k$, note that $a_{1}(I)=1$. If $1<n \leq k$, we can conclude that $a_{k}(I)=1$, making use of Property [5] of approximation numbers, the fact that each component operator of $I$ is the identity operator on $X$ and Theorem 2.5. Since approximation numbers are decreasing in nature, we get the required result.

Remark 3.2. One can prove this result with respect to any norm on a finite dimensional normed linear space X of dimension $k$, which is monotone in the sense of its co-ordinate representation with respect to a basis $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ such that $\left\|u_{i}\right\|_{X}=1$, for each $i=1,2, \ldots, k$.

Theorem 3.3. For the inclusion map $I: \ell^{p}(X) \rightarrow \ell^{\infty}(X), 1<p \leq \infty$,

$$
a_{n}(I)=1, \forall n \in \mathbb{N} .
$$

Proof. When $p=\infty$, the map under consideration is the identity map on $\ell^{\infty}(X)$ and in this case we get $a_{n}(I)=1, \forall n \in \mathbb{N}$ using the Property [5] of approximation numbers. For $1<p<$ $\infty$, we always have $a_{n}(I) \leq 1$.
If $a_{n}(I)<1$, for some $n \in \mathbb{N}$, then we can find $\epsilon>0$ such that $a_{n}(I)<1-\epsilon$. For this $\epsilon>0$, there exists $A \in \mathscr{L}\left(\ell^{p}(X), \ell^{\infty}(X)\right)$ of rank $m<n$ such that

$$
\begin{equation*}
\|I-A\|<1-\frac{\epsilon}{2} . \tag{3.4}
\end{equation*}
$$

Note that $A$ can be expressed as $A(\bar{x})=\sum_{i=1}^{m} f_{i}(\bar{x}) \bar{y}_{i}, \forall \bar{x} \in \ell^{1}(X)$, where $f_{i}=\left\{f_{i j}\right\} \in\left[\ell^{p}(X)\right]^{*}=$ $\ell^{q}\left(X^{*}\right)\left(\right.$ cf. [5][11]) and $\bar{y}_{i}=\left\{y_{i j}\right\} \in \ell^{\infty}(X)$, for each $i=1,2, \ldots, m$.
Let us fix $x \in X$ with $\|x\|_{X}=1$. We then have

$$
\sum_{j \geq 1}\left|f_{i j}(x)\right|^{q} \leq \sum_{j \geq 1}\left\|f_{i j}\right\|^{q}, \quad \forall i=1,2, \ldots m .
$$

From equation (3.4) we get

$$
\begin{equation*}
\left\|x-\sum_{i=1}^{m} f_{i}\left(\delta_{j}^{x}\right) y_{i j}\right\|_{X} \leq\left\|(I-A) \delta_{j}^{x}\right\|_{\ell}(X)<1-\frac{\epsilon}{2}, \forall j \in \mathbb{N} . \tag{3.5}
\end{equation*}
$$

Let $M=\max _{1 \leq i \leq m}\left\|\bar{y}_{i}\right\|_{\ell_{\infty}(X)}$. Note that $M>0$. From (3.5) we get

$$
\frac{\epsilon}{2}<\left\|\sum_{i=1}^{m} f_{i}\left(\delta_{j}^{x}\right) y_{i j}\right\|_{X} \leq M \cdot \sum_{i=1}^{m}\left|f_{i}\left(\delta_{j}^{x}\right)\right| .
$$

Hence we have

$$
\begin{equation*}
\sum_{i=1}^{m}\left|f_{i}\left(\delta_{j}^{x}\right)\right|=\sum_{i=1}^{m}\left|f_{i j}(x)\right|>\frac{\epsilon}{2 M}, \forall j \in \mathbb{N} . \tag{3.6}
\end{equation*}
$$

On the other hand, there is $j_{o} \in \mathbb{N}$ such that

$$
\sum_{j \geq j_{o}}\left|f_{i j}(x)\right|^{q}<\left(\frac{\epsilon}{2 m M}\right)^{q},
$$

for each $i=1,2, \ldots m$. Hence

$$
\sum_{i=1}^{m}\left|f_{i j_{o}}(x)\right|<\frac{\epsilon}{2 M} .
$$

This is a contradiction to (3.6). Thus the result holds.

Theorem 3.4. For $1 \leq p \leq q<\infty$, if $I: \ell^{p}(X) \rightarrow \ell^{q}(X)$, is the natural injection, then $a_{n}(I)=$ 1, $\forall n \in \mathbb{N}$.

Proof. We consider two cases for the proof of the result.
Case 1: Let $1<p \leq q<\infty$. Denote by $I_{r}$ the natural injection from $\ell^{r}(X)$ to $\ell^{\infty}(X)$. Then $I_{p}=I_{q} \cdot I$. Hence $a_{n}(I) \geq 1$. Since $a_{n}(I) \leq a_{1}(I)=1, \forall n \in \mathbb{N}$, result is proved in this case.

Case 2: Let $p=1$. Assume $a_{n}(I)<1$ for some $n \in \mathbb{N}$. Then we can find $\epsilon>0$ and $A: \ell^{1}(X) \rightarrow$ $\ell^{q}(X)$ with $\operatorname{rank}(A)<n$ such that

$$
\|I-A\|<1-\frac{\epsilon}{2}
$$

Let $\mathscr{S}^{A}=\left\{\bar{x} \in A\left(\ell^{1}(X)\right):\|\bar{x}\|_{\ell^{q}(X)} \leq\|A\|\right\}$. Note that $A\left(\delta_{i}^{x}\right) \in \mathscr{S}^{A}, \forall i \in \mathbb{N}$ and $x \in X$ with $\|x\|_{X}=1$. Since $\mathscr{S}^{A}$ is relatively compact, choose $\frac{\epsilon}{6}$-net $\left\{\bar{y}_{k}=\left\{y_{k j}\right\}: k=1,2, \ldots, m\right\}$ for $\mathscr{S}^{A}$. We can now find a $j_{o} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left(\sum_{j \geq j_{o}}\left\|y_{k j}\right\|_{X}^{q}\right)^{1 / q}<\epsilon / 6, \forall k=1,2, \ldots, m \tag{3.7}
\end{equation*}
$$

For a fixed $x \in X$ with $\|x\|_{X}=1$ and each $i \in \mathbb{N}$ there exists $1 \leq m_{i} \leq m$ such that

$$
\left\|A\left(\delta_{i}^{x}\right)-\bar{y}_{m_{i}}\right\|_{\ell^{q}(X)}<\epsilon / 6
$$

Let $A\left(\delta_{i}^{x}\right)=\left\{a_{i j}^{x}\right\}$ for each $i \in \mathbb{N}$. Then

$$
\begin{equation*}
\left(\sum_{j \geq 1}\left\|a_{i j}^{x}-y_{m_{i} j}\right\|_{X}^{q}\right)^{1 / q}<\epsilon / 6 \tag{3.8}
\end{equation*}
$$

Using Minkowski's inequality, from (3.7) and (3.8) we get

$$
\left(\sum_{j \geq j_{o}}\left\|a_{i j}^{x}\right\|_{X}^{q}\right)^{1 / q}<\epsilon / 3, \forall i \in \mathbb{N} \Rightarrow\left\|a_{i j}^{x}\right\|_{X}<\epsilon / 3, \forall j \geq j_{o}
$$

Also, for each $i \in \mathbb{N}$

$$
\begin{aligned}
& \left\{\left\|x-a_{i i}^{x}\right\|_{X}^{q}+\sum_{j \neq i}\left\|a_{i j}^{x}\right\|_{X}^{q}\right\}^{1 / q}=\left\|(I-A) \delta_{i}^{x}\right\|_{\ell q(X)} \leq\|I-A\|<1-\frac{\epsilon}{2} . \\
\Rightarrow & \left\|a_{i i}^{x}\right\|_{X}>\frac{\epsilon}{2}, \forall i \in \mathbb{N} .
\end{aligned}
$$

This contradicts that $\left\|a_{i j}^{x}\right\|_{X}<\frac{\epsilon}{2}, \quad \forall i \geq j_{0}$.
Note: Theorems 3.1, 3.3 and 3.4 include the results of Hutton [9] given on p. $58-60$ as particular case when $X$ is the field of scalars.
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